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Modern macroeconomics was cast in the crucible of the Great Depression and for many years was driven by the social objectives of full employment and the social welfare regimes associated with it. Its policy instruments were also constrained by these social objectives. In its developmental form macroeconomics paid special attention to economic growth and structural changes as instruments for the social objective of eradicating poverty and improving social welfare. In the 1980s, macroeconomics was detached from these social moorings, becoming increasingly socially blind. Economic policies and the instruments chosen to implement them were no longer constrained social objectives, such as protecting people’s incomes or eradicating poverty. Instead they were almost exclusively assigned the tasks of reducing the twin deficits, containing public debt and inflation, liberalizing product and factor markets, privatizing state assets, and liberalizing external trade and capital flows. Their main function was to re-establish the preconditions for growth; growth itself and safety nets were to take care of poverty. While some of these objectives have been achieved, as in the field of inflation control and trade liberalization, the impact on growth and poverty alleviation has been unsatisfactory in most cases.

It was against this backdrop that calls for macroeconomics ‘with a human face’ arose. During the 1990s poverty was brought back onto the agenda, culminating in the adoption in September 2000 of the Millennium Development Goals by the United Nations General Assembly in which poverty reduction has become the centrepiece of international development debates. Among the MDGs, that of halving the proportion of people living in extreme poverty by 2015 has attracted perhaps the greatest interest. Yet the achievement of this objective is proving elusive for the majority of countries in Latin America and sub-Saharan Africa, for parts of South Asia, the Middle East and North Africa and, until the late 1990s, for most transition economies. In light of this experience, one would have expected an interrogation of the macroeconomic policies that formed the basis of the ‘Washington Consensus’. Instead, one has witnessed a process whereby poverty has been added on to the policy objectives without any fundamental re-examination of the core macroeconomic problems. Tellingly, the countries that have achieved rapid poverty reduction and are poised to reach the MDG of halving extreme poverty – China, India, Viet Nam and a few others – mostly adopted macroeconomic policies that differed markedly, or at least in part, from those promoted by the neoliberal approach. Indeed, while fully adhering to the general principles of secure property rights, market-based competition and microeconomic efficiency, these countries adopted policies in consonance with their local structures and institutions.

The ability to achieve rapid poverty reduction depends critically, inter alia, on the nature of the development, the social and macroeconomic policies adopted to promote rapid growth and the extent of equitable income distribution. While scholars and policy makers of different economic persuasions generally agree on
the broad lines of suitable pro-poor development and social policies, a similar convergence is nowhere in sight for macroeconomic policies. The nature of macroeconomic policies consistent with poverty reduction remains controversial, and the discord has intensified with the liberalization of international capital movements. Indeed, the economic debate seems to be affected by a growing schizophrenia, with important efforts to explicitly link social and development policies to poverty reduction, and simultaneous promotion of a uniform macro-liberalization package in countries characterized by very different institutional and structural conditions. Disagreements in this area have been exacerbated by rising financial instability and a long series of banking and currency crises with a negative impact on poverty, as well as by growing macroeconomic imbalance in some industrialized countries, huge fluctuations among the main currencies, and the rapid development of difficult-to-regulate international financial markets that have drastically narrowed the policy space of domestic policy makers.

As part of its project, Social Policy in a Development Context, UNRISD commissioned research to examine macroeconomic policies in the context of a number of social policy concerns, including poverty reduction and development. The result is this volume, one of the first attempts to articulate a set of principles to inspire the formulation of macroeconomic policies that – together with supportive development and social policies – will facilitate the achievement of the goal of reducing poverty in the years ahead. The collection of studies, assembled by Professor Giovanni Andrea Cornia of the University of Florence and former Director of WIDER, reviews the respective problems of different approaches to macroeconomic policy, and proposes some broad principles that should characterize a pro-poor macroeconomic policy that – after adaptation to the local circumstances of each country – can help to promote growth and poverty alleviation in a macroeconomically sustainable way. The collection represents a unique combination. It discusses the potential and limitations of, as well as agreement and disagreement about, fiscal, monetary, exchange rate and FDI policies, controls on portfolio flows and international safety nets. And this is merged with analysis of the approaches to macro policy formulation in eight countries. Chile, China, India, Malaysia and Mauritius succeeded in rapidly reducing poverty, including by adopting macro policies in tune with local conditions and institutions; in the three other countries – Bolivia, Brazil and Uzbekistan – the results were less satisfactory, because of inappropriate macroeconomic choices or the limitations faced by these policies in countries with a large subsistence sector.
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<td>HDI</td>
<td>Human Development Index</td>
</tr>
<tr>
<td>HIPC</td>
<td>heavily indebted poor countries</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technology</td>
</tr>
<tr>
<td>IFAD</td>
<td>International Fund for Agricultural Diversification</td>
</tr>
<tr>
<td>IMF</td>
<td>International Monetary Fund</td>
</tr>
<tr>
<td>ISI</td>
<td>import substitution strategy</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>ITC</td>
<td>Investment Tax Credit</td>
</tr>
<tr>
<td>KLCI</td>
<td>Kuala Lumpur Composite Index</td>
</tr>
<tr>
<td>LDC</td>
<td>least developed countries</td>
</tr>
<tr>
<td>M&amp;A</td>
<td>mergers and acquisitions</td>
</tr>
<tr>
<td>MFA</td>
<td>Multi-Fibre Agreement</td>
</tr>
<tr>
<td>MNB</td>
<td>Multinational bank</td>
</tr>
<tr>
<td>NBU</td>
<td>National Bank of Uzbekistan</td>
</tr>
<tr>
<td>NHDC</td>
<td>National Housing Development Corporation</td>
</tr>
<tr>
<td>NEP</td>
<td>New Economic Policy</td>
</tr>
<tr>
<td>NPL</td>
<td>non-performing loans</td>
</tr>
<tr>
<td>NSF</td>
<td>National Solidarity Fund</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>OLS</td>
<td>ordinary least squares</td>
</tr>
<tr>
<td>PAYE</td>
<td>Pay As You Earn</td>
</tr>
<tr>
<td>PBC</td>
<td>People's Bank of China</td>
</tr>
<tr>
<td>PHR</td>
<td>poverty headcount ratio</td>
</tr>
<tr>
<td>PPG</td>
<td>pro-poor growth</td>
</tr>
<tr>
<td>PPM</td>
<td>pro-poor macroeconomics</td>
</tr>
<tr>
<td>PRGF</td>
<td>Poverty Reduction and Growth Facility</td>
</tr>
<tr>
<td>PRSP</td>
<td>Poverty Reduction Strategy Papers</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>research and development</td>
</tr>
<tr>
<td>RM</td>
<td>Ringgit Malaysia</td>
</tr>
<tr>
<td>SDR</td>
<td>Special Drawing Rights</td>
</tr>
<tr>
<td>SOE</td>
<td>state-owned enterprises</td>
</tr>
<tr>
<td>SMEs</td>
<td>small and medium-sized enterprises</td>
</tr>
<tr>
<td>SSSP</td>
<td>Sugar Sector Strategic Plan</td>
</tr>
<tr>
<td>STABEX</td>
<td>Stabilization of Export Earnings of Agricultural Commodities</td>
</tr>
<tr>
<td>SYSMIN</td>
<td>System for Mining Assistance</td>
</tr>
<tr>
<td>TFP</td>
<td>total factor productivity</td>
</tr>
<tr>
<td>TFSIVG</td>
<td>Trust Fund for the Social Integration of Vulnerable Groups</td>
</tr>
<tr>
<td>TVEs</td>
<td>Township and Villages Enterprises</td>
</tr>
<tr>
<td>UNCTAD</td>
<td>United Nations Conference on Trade and Development</td>
</tr>
<tr>
<td>UNDP</td>
<td>United Nations Development Programme</td>
</tr>
<tr>
<td>UNICEF</td>
<td>United Nations Children's Fund</td>
</tr>
<tr>
<td>UNU</td>
<td>United Nations University</td>
</tr>
<tr>
<td>UNRISD</td>
<td>United Nations Research Institute for Social Development</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>VAT</td>
<td>value added tax</td>
</tr>
<tr>
<td>VRS</td>
<td>Voluntary Retirement Scheme</td>
</tr>
<tr>
<td>WB</td>
<td>World Bank</td>
</tr>
<tr>
<td>WDI</td>
<td>World Development Indicators</td>
</tr>
<tr>
<td>WIDER</td>
<td>World Institute for Development Economics Research</td>
</tr>
<tr>
<td>WTO</td>
<td>World Trade Organization</td>
</tr>
</tbody>
</table>
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Overview and Poverty Impact of Main Macroeconomic Policies
1
Potential and Limitations of Pro-Poor Macroeconomics: An Overview

Giovanni Andrea Cornia

Introduction

Since the mid-1990s, poverty reduction and the achievement of better living conditions in poor countries have slowly gained a place on the national policy agenda of developing countries, while, following the adoption of the Millennium Development Goals, the achievement of quantitative targets in these areas has become the main goal of international development.

The ability to achieve such goals, and in particular the goal of halving the incidence of income poverty by 2015, critically depends on how much pro-poor growth (PPG) will be realized. In this regard, a huge literature has developed on the factors that lead to PPG, including initial conditions, factors endowment, comparative advantages, exogenous shocks, external financing and public policies. Simplifying a little, the latter can be divided into macroeconomic, development and social policies. A key issue of PPG is the extent to which these three sets of policies accelerate growth and improve the distribution of income. In this regard, the theoretical debate of the last two decades has led to an important convergence among different schools of thought about the development and social policies that reduce poverty.

A similar convergence has not yet been reached for macroeconomic policies. While there is also agreement in this area about the need for avoiding the excesses of macroeconomic populism, viewpoints still differ on how ambitious stabilization targets should be, the choice of the exchange rate, the effectiveness of devaluation, the appropriate level of taxation, the extent of deregulation, the opening of the capital account, the effectiveness of capital controls, the speed of adjustment to shocks, and so on. This disagreement has become even more acute in the wake of a string of macroeconomic crises and of the growing need to orient public policy toward poverty reduction.

In the past, macroeconomic policies were traditionally assigned the tasks of reducing the twin deficits, containing public debt and inflation, liberalizing product and factors markets, privatizing state assets and liberalizing external trade and capital flows. Their success or failure was assessed in terms of the extent of reforms implementation in these areas and not of their poverty impact, as it was felt that
their main task was to re-establish the preconditions for growth, and that growth itself, along with safety nets, would have taken care of poverty. In most developing and transitional countries, the implementation of such an approach has reduced inflation and, to a lesser extent, current account deficits. Yet, the growth performance and poverty reduction were unsatisfactory. With rare exceptions, in the 1980s and 1990s, growth remained elusive in Latin America, sub-Saharan Africa, the Middle East and North Africa and, until the late 1990s, in most transition economies. In these regions, between 1987 and 2000, poverty declined less rapidly than required to halve poverty by 2015. Where growth accelerated and poverty declined, as in China, India and Viet Nam (see Chapter 11), macroeconomic and development policies differed markedly from those promoted by the liberal approach. While the above disappointing outcomes might have been caused by inappropriate development and social policies, unexpected shocks or unfavourable initial conditions, this volume argues that they were due to an important extent to unexpected problems caused by liberal macroeconomic policies.

Thus, the nature of a pro-poor macroeconomic (PPM) policy remains controversial, and the controversy has intensified with the liberalization of the capital account and rapid all around liberalization. In this regard, this volume briefly reviews the problems of unsustainable packages, macroeconomic populism and liberal policies, and then proposes the elements of an intermediate approach that – after adaptation to local circumstances – can achieve the objective of promoting growth and poverty alleviation in a sustainable way. The search for an innovative PPM is made even more pressing because of two considerations. First, several macroeconomic problems, such as high levels of inflation, that led to the implementation of stringent fiscal and monetary policies are no longer present. The main macro imbalances are caused now by the policies followed in the major industrialized countries, the United States in primis, and the development of international financial markets that have drastically narrowed the policy space of national governments. Between 1992 and 2001, the daily turnover in the foreign exchange market increased from a daily average of $0.7 trillion to $1.2 trillion, which is more than 50 times the daily trade in goods and services and 10 times that in securities. As a result, the combined official reserves of all central banks have fallen from about 15 days of private turnover in the foreign exchange market in 1977 to about one day in 1995 (Bhaduri 2005). Because of these trends, national governments are now compelled to follow policies aligned to the expectations of financial markets.

Unsustainable, populist and intermediate macroeconomic regimes

Unsustainable and populist macroeconomic policy regimes

There are many examples of unsustainable macroeconomic policies that are sanctioned by the International Monetary Fund (IMF). These policies are only briefly mentioned here, as their problems are well understood; rather, the main
focus of this volume is on the limitations of liberal macroeconomics and the search for a PPM.

While the research evidence shows that budgetary stability is a necessary – though not sufficient – precondition for PPG (Klasen 2004), several countries are characterized by a weak fiscal policy. This is most often due to the inability or unwillingness to raise an adequate amount of tax revenue – as often observed in highly informal or unequal economies – with the result that even moderate levels of public expenditures lead to persistent deficits that are financed with monetary emissions, state bonds carrying high interest rates or external borrowing. While there is nothing wrong with budget deficits per se if they are financed with domestic bonds, the level of debt is non-explosive, the level of output is well within the production possibility frontier and public expenditure creates productive infrastructure, this is not so when the deficit is financed with excessive seignorage or foreign borrowing contracted under a fixed peg. The Russian Federation in 1996–1998 and Argentina in 1996–2001 are just two examples of how a weak fiscal policy leads to crises and poverty rises.

A second unsustainable policy concerns the adoption of a fixed nominal exchange rate. Such a regime is unable to cope with external shocks, is prone to speculative attacks and unavoidably leads to an appreciation of the real exchange rate. In turn, this provokes balance-of-payments difficulties, large sudden devaluations and growing dollarization that, as shown in Chapter 13 on Bolivia, significantly limits the possibility of conducting an independent monetary and exchange rate policy. A third, related, unsustainable policy concerns the adoption of multiple exchange rates. As noted in Chapter 4, if applied temporarily and with reduced spreads in countries where the poor are employed in the non-traded sector, then such a policy might serve some purpose, though it leads to a misallocation of resources and a fall in exports over the medium term. The impact is much worse if most of the poor work in the export sector. As shown in Chapter 12 of this volume, in 1999, the application of such a policy in Uzbekistan transferred 16 per cent of gross domestic product (GDP) from agriculture to the manufacturing sector, massively raising in this way rural poverty and overall inequality.

Fourthly, financial repression – entailing the administrative setting of interest rates and credit allocation, public control of the main banks and the ability of the government to unload on the commercial banks and the central bank the budget deficit – is another example of unsustainable policy that favours state parastatals and penalizes small and medium-sized enterprises (SMEs). It also causes financial disintermediation and – if real interest rates are negative – transfers large amounts of resources from depositors to borrowers. Fifthly, for some economies in transition, price liberalization remains incomplete and relative prices distorted. While countries can deliberately distort relative prices for social purposes, as lump sum taxes and subsidies might not be technically feasible, a generalized policy of this type generates a contraction in aggregate supply and can be practised only in countries – such as Turkmenistan – where the government can count on the distribution of mineral rents. Finally, illiberal policy regimes tend to feature also excessive trade protection and, especially, a considerable anti-export bias taking
the form of low procurement prices paid by state marketing boards, export taxes and overvalued exchange rates.

More nuanced is the evaluation of those policy regimes that Dornbusch and Edwards (1991) labelled ‘macroeconomic populism’, that is, policy regimes that emphasize economic reactivation in depressed economies with large unused capacity, and pay less attention to the problems posed by inflation, deficit finance and the reaction of economic agents to administrative interventions. In this approach, the inflationary and balance-of-payments pressures that might have otherwise resulted from this fiscal stimulus are restricted by a drop in average and marginal cost of production induced by the output expansion and the drop in profit rate per unit of value added. Inflation reduction might be possible because of the excess capacity available in the economy and the concurrent freeze of prices, tariffs and wages, the stability of the nominal exchange rate, a swift reduction in interest rates and high initial currency reserves. Though this approach emphasizes little direct redistribution, the poor ought to benefit from lower inflation and the jobs, higher wages and greater demand for goods produced in the informal sector or by small farmers induced by the reactivation of the economy.

While the Keynesian and structuralist theories supporting such an approach indicate that it works only under specific conditions, the policies followed in practice often deviated from the theory and, for instance, adopted an expansionary stance even when the level of output had neared full capacity and inflation, supply and balance-of-payments problems had started to emerge. However, such choices were the result of political economic considerations, such as imminent elections or the search for short-term consensus, rather than of any theoretical recommendation. The evidence on the impact of heterodox adjustment shows positive initial results followed by a macro crisis in some cases, while in others the short-term gains were permanent but did not improve long-term performance. The Austral, Cruzado and Inti Plans introduced in 1985–1986 in Argentina, Brazil and Peru led to an improvement in growth, inflation and poverty performance over the first two years, but to a worsening situation over the medium term. Perhaps the most serious criticism concerns the fleeting nature of the redistributive gains in favour of the poor. While increases in wages and agricultural prices boosted real incomes among the low- and middle-income groups over the short run, a weak fiscal and monetary policy massively eroded the real value of wages, incomes and social expenditures over the medium run.

**Intermediate macroeconomic regimes**

Intermediate macroeconomic regimes accept the broad logic that guides the liberal approach, but apply it selectively and after adaptation to local institutions and conditions. As noted by Rodrik (2003), while some basic principles – such as protection of property rights, contract enforcement, market-based competition, appropriate incentives, responsible monetary and fiscal policy and debt sustainability – are universally valid, they do not map into unique policy packages and need to be applied in different ways under different institutions and conditions. Thus, reformers have substantial ‘policy space’ to transform some general
principles into concrete packages sensitive to local conditions. From the perspective of this volume, successful countries are those that have effectively exploited this ‘policy space’ for growth and poverty alleviation purposes.

A first group of positive experiences in this camp refers to several cases of successful unorthodox stabilization programmes. Two famous cases in the 1980s are Israel and Turkey. Unorthodox stabilization was also pursued with success in Uzbekistan in 1991–1995 (see Chapter 12), thanks to the gradual liberalization of prices, the maintenance of industrial subsidies, trade and foreign exchange controls and the launch of a successful import-substitution programme for oil and wheat. The adoption of these ‘best second-best policies’ allowed the containment of the transitional recession in relation to the Central Asian Republics that followed a liberal approach.

A second group of intermediate regimes concerns countries that followed a different approach to macroeconomics. As noted by Chandrasekhar and Ghosh in Chapter 11, though it broadly and gradually adhered to the principles of protection of property rights, market competition, sound money and so on, macroeconomic policy in China followed a trial-and-error reform path in consonance with local conditions that differed drastically from the liberal approach. China liberalized prices in steps using a dual-track pricing system, redistributed commune land without granting the right to sell it due to the incompleteness of credit markets, created township and village enterprises owned by local authorities, used public banks to foster capital accumulation, controlled the capital account and managed the exchange rate. In addition, macroeconomic stabilization was based on administrative measures that restrained investments by regional governments and public corporations. In turn, a large share of foreign trade remained under administrative control, either through quotas and fairly high tariffs or because state-owned enterprises accounted for more than half of all trade.

A third group of countries liberalized according to the liberal wish list, but did so gradually, often following a two-track system including a liberalized sector and a protected sector, and after having strengthened their domestic institutions and creating greater regulatory capacity to withstand the shocks caused by the external liberalization. As noted by Bundoo in Chapter 8, what initially put Mauritius on a successful track was the creation in 1970 of an export processing zone that generated a boom in garment exports. However, while export processing zone firms were granted tax holidays, free repatriation of profits and finance at preferential interest rates, the traditional sectors remained protected until the mid-1980s. Imports were fully liberalized and restrictions on current payments were removed only in the early 1990s when the foreign exchange reserves had reached a safe level. Similarly, minimum interest rates on deposits and the ceiling on bank credit to priority sectors were abolished in steps, and the financial sector was liberalized only after strong regulatory institutions were developed. In general terms, the state strongly guided the restructuring of the economy that gradually evolved from sugar, to textile and tourism, and then to financial, transport and information and telecommunication technology services.

A fourth group of countries followed a basically orthodox approach, but adopted – if at times temporarily – policies that deviated from the standard blueprint. In
Chile, for instance, from 1992 to 1999, measures were introduced to discourage short-term portfolio inflows, while the exchange rate was managed (see Chapter 4). In a different way, Malaysia successfully managed its macroeconomy from the real side. In Chapter 9, Jomo and Wee note that the main macroeconomic objective was sustained growth of the tradable sector, rather than price stability or external balance. This was achieved by raising the rate of investment financed by high public and private savings and foreign direct investment (FDI) attracted by generous incentives and guarantees and a liberal trading and capital account regime. Monetary policy was accommodating and allowed for some inflation, while fiscal policy was used to influence the level and allocation of public investment. Problems of overheating were treated as structural problems requiring long-term measures to raise supply rather than short-term demand management measures.

**Liberal macroeconomics and its problems**

As noted in the introduction, during the last 20 years, liberal policies succeeded in opening up the economy, devaluing the real exchange rate and achieving greater commercial and financial integration. Even in the difficult context of sub-Saharan Africa, real exchange rates fell on average by 30 per cent in the period 1980–1998, inflation declined and the trade/GDP ratio rose from 51 per cent to 62 per cent (Kayizzi-Mugerwa 2000). In Latin America, such reforms were implemented to an even greater extent, as confirmed in Chapters 10, 13 and 14. However, the growth, inequality and poverty alleviation results were disappointing in most cases because of the problems discussed hereafter.

**Stabilization overkill**

As noted by Chand in Chapter 3, the standard monetarist approach to stabilization typically leads to larger-than-expected improvements in the balance of payments and inflation and greater-than-expected declines in GDP, investment and employment. A possible explanation of this ‘overkill’ is that expenditure-reducing monetary and fiscal policies take effect more quickly and generate a bigger depressive effect than the supposedly expansionary exchange rate policies. Second, large and rapid deficit reductions entail a fall in revenue that requires more fiscal cuts. Third, capital markets tend to exacerbate the problem as they behave pro-cyclically due to the ‘flight to security’ and falling ‘appetite for risk’. Fourth, improvements in the external balance and inflation do not, by themselves, restore credibility and trigger a recovery of domestic and foreign investments in severely depressed economies with sky-high interest rates. Finally, and most importantly, credit restraint results in reductions in expenditure, especially for private investment, far greater than projected by the IMF’s financial programming model.

IMF-type stabilization induces recessions that affect long-term growth and poverty alleviation. As just noted, investment demand falls two to three times faster than GDP due to steep rises in interest rates, the working of the flexible accelerator mechanism, the worsening of expectations and greater risk aversion in periods of mounting uncertainty. Secondly, recessions may cause a fall in enrolments as children are pulled out of school, with the effect of abandoning for
good the educational system (World Bank 2000). Thirdly, in poor countries, inequality worsens during recessionary periods as flexible labour markets allow enterprises to shed labour and cut wages, while weak safety nets do not compensate for the loss of labour income. If the deterioration in inequality is large, then incentive problems may arise. Finally, severe cuts in public expenditure may affect the functioning of essential state services, raising in this way inefficiency over the long term. In brief, the view that the orthodox approach causes ‘short-term pain but long-term gains’ is misplaced. A botched stabilization can – and indeed often does – affect growth and poverty for several years.

**Sequencing problems**

Domestic financial liberalization in the presence of large deficits tends to generate sharp rises in interest rates, as governments can no longer force the central bank or the commercial banks to buy government debt at artificially low interest rates. To finance their deficit, they are obliged to create domestic bond markets in order to sell large amounts of treasury bills. Because of a lack of credibility and the size of the bonds issue, governments have to raise interest rates on their bonds. Such a rise spreads quickly to the banks’ lending rates, causing a contraction in credit demand and levels of activity and attracting speculative capital, the inflow of which raises the real exchange rate, and thereby shifts relative prices against the traded sector, with possible destabilizing effects on the current account balance. In Chapter 14, Arbache illustrates other examples of sequencing mistakes characteristic of the liberal approach.

**Liberalization with incomplete institutions**

Domestic financial liberalization was expected to lead to financial deepening, greater competition in banking, private credit expansion and the creation of bonds and stocks markets. In other words, measures that, by increasing financial intermediation, were expected to raise the saving, investment and employment rates and to reduce poverty incidence. However, the empirical evidence points to disappointing results in many cases. With financial de-repression, the banking sector was often transformed from a public into a private oligopoly, as signalled by sharp rises in real interest rates and spreads. Even the entry of foreign banks did not raise competition, as these concentrated on a small number of low-risk customers. As a result, the credit expansion was lower than expected, market competition did not improve and the poor continued to be excluded from formal credit. In addition, financial liberalization was not preceded by a prior strengthening of the regulatory capacity of the central banks. In sum, financial deregulation in the absence of institutions ensuring market competition and prudential regulation led, in most cases, to oligopolistic markets characterized by little competition and high instability, as signalled by the recent rise in the frequency and severity of banking crises.

**Loss of domestic policy making in economies with an open capital account**

Capital account liberalization imposes severe restrictions on monetary, exchange rate and fiscal policies. Much depends, of course, on the extent of liberalization and the composition of the inflows. As noted in Chapter 6 by Bonassi et al., FDI in
labour-intensive manufacturing can generate favourable effects by transferring capital, technology and managerial skills to the host country, though, as mentioned in Chapter 14, the level of FDI depends to a considerable extent on privatization policies. In Brazil, for instance, privatization generated revenues equal to 25 per cent of the current account deficit in 1997–2000, but once most assets were sold, the country had to rely on less stable portfolio flows.

Likewise, if accompanied by the ability to impose controls on inflows and outflows and restrictions on bank lending to the non-tradable sector, the selective opening of capital inflows can secure precious resources for the tradable sector without causing instability. According to the ‘impossible trinity debate’, in the absence of interventions by the central bank, a country that opens up its capital account loses its monetary independence but enjoys considerable benefits, including lower domestic interest rates. Yet the literature shows that domestic interest rates seldom converge towards the US rate as a result of several factors that are ignored by standard analysis (Ticci 2004). In addition, the opening of the capital account prevents the adoption of policies of ‘financial restraint’ that would lead to an outflow of domestic capitals. Finally, in some countries – Brazil being one of them – domestic interest rates are indexed to the nominal exchange rate and thus move upwards any time the exchange rate falls.

Secondly, the opening of the capital account narrows the range of exchange rate choices. As noted in Chapter 4, intermediate exchange rate regimes are difficult to implement in the presence of an open capital account. Under these circumstances, a country is unable to target a competitive exchange rate, as this can easily become the target of speculative attacks. Even assuming a country has the ability to do so, strong financial integration may lead to large dollar-denominated indebtedness that discourages the recourse to devaluation. Third, in a world of mobile capital and immobile labour, globalization can make the conduit of an independent fiscal policy and tax-financed redistribution problematic. Developing countries aiming to attract FDI and other foreign capital are under pressure to reduce the rates of corporate income tax and to grant tax holidays and industrial subsidies that – altogether – reduce the level of public revenue. Finally, as noted by Klasen in Chapter 13, the opening of the capital account can increase the dollarization of the economy, thus preventing the introduction of an active monetary and exchange rate policy and the recourse to devaluation to kick-start export-based growth. Therefore, a complete opening of the capital account may lead to a ‘worst-case’ policy scenario characterized by high interest rates, a high exchange rate and low tax revenue, that is, macro signals that impede long-term development and poverty alleviation (Taylor 2004).

Perverse interactions between policy instruments and policy reversals

Trade liberalization entailing sharp cuts in import duties worsens the fiscal deficit, as the decline in easy-to-collect trade taxes is not offset by a revenue rise from other taxes. The ensuing rise in the budget deficit may call for deflationary policies.
Secondly, in most of the countries that have received large amounts of portfolio flows, overall savings and capital accumulation have not generally increased or have even fallen, as domestic savings decline or stagnate, giving rise in this way to a kind of investment substitution. Indeed, domestic savers seize the opportunity offered by financial opening to diversify their portfolios by investing abroad, institutions lessen their effort at mobilizing domestic resources and public savings fall in an attempt to achieve the lower budget deficit required to attract foreign funds, while the capital inflows may be used to finance current consumption rather than investment. A third perverse interaction is observed on the occasion of import liberalization intended to expose domestic producers to foreign competition and induce gains in microeconomic efficiency. However, a simultaneous liberalization of the capital account can offset the intended effects of this measure, as the appreciation of the real exchange rate leads to import booms and a deterioration of the current account, as frequently observed in Latin America during the 1990s.

**Asymmetric distribution of the benefits and costs of trade and financial globalization**

Capital account liberalization could benefit the poor, because of the increase in output and employment that it makes possible. Such effects, however, are not automatic. Greenfield FDI in manufacturing favourably affects employment and wages, but the impact of mergers and acquisitions is mixed. And finally, as shown by Bonassi *et al.* in Chapter 6, greenfield FDI can generate positive growth and distributive effects if they are directed to labour-intensive manufacturing, but are less successful in this respect when they are directed to capital- and skill-intensive mining.

Even when the poor benefit from greater employment opportunities linked to capital inflows, they are unlikely to benefit from them directly, as capital inflows generally fund an expansion of consumer credit of the middle-upper class or are invested in high-return and high-risk short-term activities in finance, insurance and real estate that employ few unskilled workers. In turn, any expansion in bank credit is unlikely to benefit SMEs, as a lack of collateral and high transaction costs reduce their access to formal credit. For these reasons, foreign resources are channelled to clients who were already well served, such as multinational corporations and high net worth individuals. As small firms are more labour intensive than big firms, a continued segmentation of the credit market in spite of a credit expansion has a high social opportunity cost. Finally, purchases of shares in the domestic stock market benefit the large quoted companies, but not the SMEs and small rural and informal sector producers with high rates of return.

Employment may also fall due to the appreciation of the real exchange rate that accompanies a surge in inflows. Indeed, while the credit boom induced by the capital inflows increases demand, the appreciation of the exchange rate increases the share of the latter satisfied with imports. Meanwhile, the loss of a competitive hedge by traded sector firms, following the appreciation of the real exchange rate, pushes domestic enterprises to restructure, adopt more flexible contracts or subcontract work to informal sector firms. While raising labour productivity, such measures swell informal employment and cut wages even during growth spells. In
Brazil, for example, informal employment rose from 37 per cent to 50 per cent of the total between 1990 and 2002.

**Financial liberalization and antirural bias**

As noted by Klasen (2004), any kind of growth – whether labour intensive or not – could be made pro-poor if it involved a policy of progressive taxation and transfers. However, much more preferable is a growth that occurs in sectors where most of the poor are employed and that makes use of the factors of production that they own. In most developing countries, the majority of the poor are employed in agriculture and SMEs, and PPG ought to be focused on these sectors. As noted by Chandrasekhar and Ghosh in Chapter 11, the poverty alleviation elasticity of agricultural growth is, in fact, higher than that of non-agricultural growth. This confirms findings by Ravallion and Datt (2000), who showed that rural growth reduces poverty faster than urban growth and that it also diminishes poverty in urban areas, as an increase in agricultural wages raises the reservation wage of unskilled workers in cities. Similar consideration can be made for SMEs and labour-intensive manufacturing. Their growth improves the situation of the urban poor and migrating rural poor and – via remittances and rises in rural wages – that of the rural poor left behind.

Given all this, macroeconomic policy must avoid an antirural bias and stimulate economic activity in labour-intensive agriculture, SMEs and the informal sector. In this regard, a main problem of the dominant approach is that it tends to distort the macroeconomic signals against the traded sector, and agriculture in particular. Fixed pegs tend to appreciate the real exchange rate, discourage exports and facilitate the imports of agricultural and manufactured goods. The liberalization of the capital inflows generates similar effects. In addition, financial liberalization tends to reduce access to credit for the small-scale agricultural, manufacturing and services sector due to problems of asymmetric information, collateralization and high transaction costs and also because of the removal of directed credit allocation to these sectors (see Chapter 11 on India), while the additional credit booms favours the non-poor and sectors where production is little labour intensive.

**Growth and consumption instability**

Since the mid-1980s, growth instability has increased perceptibly in many developing countries in parallel with a greater international integration (Caprio and Klingebiel 1996). Focusing on the industrialized countries, Lucas argued that what matters for welfare is mean income growth over a given period and not its variance around the mean, as credit markets can move resources backwards and forward. But, where credit markets are incomplete, the time horizon short and information problems severe, higher growth volatility raises uncertainty, lowers investment and, if income per capita is close to subsistence level, augments transitory and permanent poverty. In addition, as noted by Prasad et al. (2003), greater financial integration has also led to increasing consumption volatility, as highly financially integrated countries followed a cycle of consumption boom–panic–crisis–collapse. A main factor behind this trend is the pro-cyclical nature of interest rates and spreads that reduces the ability to borrow abroad in crisis periods.
More frequent crises with real effects

In an increasingly integrated world economy, emerging economies directly affected by sudden shifts in capital flows as well as those ‘innocent bystanders’ with connections to them are more easily hit by financial, banking and currency crises and new forms of contagion than in the pre-globalized world. Such crises have long-lasting real effects. Stiglitz (1998) shows that countries that suffered banking and financial crises in 1975–94 saw their GDP growth decline on average by 1.3 per cent over the subsequent five years compared to countries that did not experience such crises. The impact of such crises is also asymmetric, particularly in countries with weak labour institutions and safety nets. Székely (2003), for instance, found that the liberalization of the capital account in Latin America generated a strong rise in wage inequality. In turn, the World Bank (2000) showed that poverty rises due to financial liberalization persisted after returning to full-capacity growth, as large income falls forced the poor to adopt unsustainable survival strategies.

Elements of pro-poor macroeconomics

It is difficult to determine ex ante which macroeconomic policies are most suitable for the poor or for society as a whole, as these will depend on a long list of local conditions, including whether the poor work in the traded or non-traded sector, the country has a rigid or elastic supply of wage goods, the government plays an important role in the economy, the size of the foreign debt, the nature of domestic institutions, the efficiency of markets, and so on. Thus, the best solutions can only be country specific. Yet some broad principles apply fairly generally. At a general level, a PPM policy is characterized by policies of crisis avoidance and maintenance of a reasonable macroeconomic balance. However, macro stability appears increasingly insufficient to ensure long-term growth, let alone long-term PPG. The experience of the 1990s shows that growth will not materialize if macro stability is not accompanied by: (i) a competitive and stable real exchange rate encouraging investments in the labour-intensive tradable sector; (ii) low-to-moderate real interest rates; (iii) strong institutions for the regulation of the financial and banking sector; (iv) measures to speed up the accumulation of capital by linking, as in Malaysia, the macroeconomic policy to development policy; (v) trade liberalization that avoids a collapse of the import-competing sectors, while quickly removing any anti-export sector bias; and (vi) preservation of adequate pro-poor and pro-growth public expenditure during stabilization.

Measures to prevent macroeconomic crises

In an increasingly unstable world economy, the first task of PPM is to adopt measures that reduce the risk of macro shocks. Key choices in this regard include the following measures.

Limit foreign indebtedness and mobilize domestic savings

The liberalization of the current account offers an opportunity to access a global pool of savings. However, as noted earlier, this entails several risks. Thus, the
recourse to foreign resources should be selective – for example, for the traded sector – while countries with large foreign debt should aim at gradually reducing it, as done for instance in Chile, where the stock of foreign public debt fell from 39 per cent to 13 per cent of GDP between 1990 and 2004 (see Chapter 10).

In Chapter 5, Weller argues that capital accumulation should be funded through a mobilization of domestic resources to be achieved through the strengthening of indigenous financial institutions. This can be achieved by providing them with infrastructural support, tax-free status and public guarantees for loans, or by relying on existing postal office networks. Or, as argued in Chapter 9 by Jomo and Wee in the case of Malaysia, by ensuring a low level of inflation, imposing mandatory savings through the Employee Provident Fund and tightening consumption credit. Following a mixture of such policies, China was able to raise its investment rate to 32–44 per cent of GDP, with FDI accounting for only 5 per cent and domestic savings for the rest. In recent years, Chile was also able to increase its national savings and investment rate (see Chapter 10). In the same vein, the empirical evidence shows that open economies with larger domestic banking systems have smaller portfolio inflows than those with smaller domestic banking systems. A policy of moderate financial restraint (see above) could also be used to raise domestic savings. And, finally, public savings can be raised to finance infrastructural development and safety nets by increasing tax pressure as done in China in 2000–04, where revenue rose from 15 per cent to 20 per cent of GDP. This approach is recommended in particular in the 60 or so developing countries with tax/GDP ratios below 10–12 per cent.

**Controlling capital inflows and harnessing their sectoral allocation**

PPM should delay capital account liberalization in countries with large budget deficits and weak regulatory capacity. Once these conditions are met, the policy maker ought to treat different types of inflows differently. In countries with a large labour supply, an opening to FDI in manufacturing is likely to be favourable to the poor. In Malaysia, for instance, the government succeeded in attracting FDI to priority manufacturing sectors, while, as argued by Bundoo in Chapter 8, Mauritius attracted significant levels of FDI to the export processing zone, a sector that became critical in terms of employment and export earnings. The benefits to the host country increase further if national regulations make the FDI inflow conditional to the establishment of joint ventures that facilitate technology transfers, require the hiring of national engineers and managers and require a minimum local content of intermediate inputs.

Even when stable macroeconomic conditions and appropriate regulatory institutions are in place, a country should be free to impose controls on capital flows if they become a danger to economic stability. As noted by Weller in Chapter 5, countries can impose minimum stay requirements or impose international capital transactions taxes on inflows varying with the asset maturity, as was done in Chile between June 1991 and March 2000. In turn, the central bank can limit the foreign exchange exposure of domestic banks, forbid them to borrow internationally to extend loans to the non-tradable sector and introduce temporary or permanent
administrative controls on inflows and outflows, as done in Colombia, India, Malaysia, Singapore and Taiwan. As noted by Jomo and Wee in Chapter 9, between January and August 1994, the Malaysian authorities subjected bank funds to stricter reserve and liquidity requirements, imposed limits on non-trade-related foreign indebtedness of domestic banks and restricted the sale of short-term monetary instruments to non-residents. In turn, following the exodus of funds during the East Asian financial crisis, strict controls were imposed on short-term outflows by banning offshore ringgit trading, restricting ringgit exports and imports, limiting ringgit loans to non-residents and compelling non-residents to retain their investments in Malaysia for at least 12 months.

A key issue in this regard is the duration of the controls. The IMF supports the introduction of temporary controls during crisis periods, but countries may consider extending such measures as long as they are needed, as in the case of China. The example of India also illustrates the possibility for an emerging economy to attract foreign capital amid continued, if slowly declining, capital controls, without being subject to sharp and potentially destabilizing capital inflows.

Capital controls are not easily implemented, especially in countries with limited administrative capacity. Helleiner (1997) and Chapter 5 of this volume suggest that their effectiveness is influenced by the administrative capacity of the country, that controls cannot replace sound macroeconomic policies, that no single measure can be effective everywhere, that controls slow down the flow of capitals but do not eliminate it completely and that controls can be circumvented. Others underscore that countries that adopted controls, such as Chile and India, abandoned them at a later stage. Altogether, it would appear that while capital controls are unable to stop all inflows and outflows, they could – in conjunction with other measures – constitute a deterrent against massive shifts in financial assets.

A related key issue is to understand what domestic institutions and regulations permit channelling financial flows to the traded sector. The experience of Malaysia and Mauritius shows that appropriate incentives can attract FDI toward labour-intensive manufacturing. In turn, the central bank can forbid domestic banks to borrow abroad to invest in the non-traded sector, limit foreign ownership in sectors such as real estate, require commercial banks to allocate a share of their lending to the agricultural sector and SMEs (see Chapters 9 and 11) and set up loan guarantees to these sectors.

Policy makers can also apply measures to offset the monetary effects of the inflows. Such measures include asking state-controlled financial institutions to switch their deposits from the commercial banks to the central bank, sterilizing the capital inflows, increasing the reserve ratio of commercial banks with large foreign deposits, substituting foreign with domestic borrowing whenever the interest differential is not excessive and encouraging domestic institutions such as pension funds to invest part of their assets abroad.

Choosing a pro-poor exchange rate regime

Such a regime should minimize the risk of currency crises, and at the same time provide adequate incentives to the expansion of the traded sector where the
majority of the poor is often employed. This means rejecting the view about the superiority of two ‘corner solutions’ over intermediate regimes. Indeed, in theory and practice, neither of these two approaches performs better in terms of growth and crises avoidance than the intermediate regimes. Though it is difficult to generalize, particularly in developing countries that need to grow to reduce poverty but can count only on narrow domestic markets to sell their output, an intermediate regime aiming at credibly stabilizing the real exchange rate and its expectations is the best option. For example, it is possible to adopt an intermediate exchange rate of the BBC (basket, band and crawl) type, fix its central parity at a competitive level – equal, say, to 70 per cent of the purchasing power parity exchange rate – allow it to fluctuate within a given band to neutralize small shocks and devalue the central parity in case of large inflation differentials with the basket reference countries, so as to leave the real exchange rate unaltered. Empirical research has shown that a competitive exchange rate has been a key factor to kick-start growth (Rodrik 2003) and improve long-term performance.

However, this approach leads to a slower decline of inflation, and needs to be supported by moderately expansionary fiscal and monetary policies and measures that limit capital inflows. In addition, this approach may not fit the needs of countries where the poor are located in the non-traded sector, where the traded sector is skilled labour intensive – as in most mining economies and industrialized countries – or where the poor are located in the traded sector, but structural factors reduce the pass-through of the benefits of devaluation. Also, in very small economies with highly volatile terms of trade and difficulties in diversifying their exports, dollarization may be an option. Finally, in large developing economies with comparatively low trade/GDP ratios, a competitive exchange rate is less important for growth and poverty alleviation. These objectives can be better pursued through an expansion of the domestic components of aggregate demand driven by fiscal policy (Bhaduri 2005).

Stabilization funds and contingency rules

In many developing countries, government revenues oscillate widely because of large fluctuations in the demand and prices of the commodities they export and climatic shocks. Capital markets behave pro-cyclically and so reduce the possibility of stabilizing consumption in bad years. All this leads to large public expenditure cuts that exacerbate the impact of the shocks on poverty, investments and growth through Keynesian multiplier effects.

In this type of country, PPM can try to limit the impact of shocks by creating stabilization funds that set aside resources during periods of high demand and prices of the exported commodities and release them in crisis years. During the boom years, such a policy helps to reduce the inflationary pressures arising from the non-traded sector, while in case of crisis the release of funds to the state budget sustains aggregate consumption. As discussed in Chapters 2 and 10, stabilization funds have helped to smooth public expenditure fluctuations in Chile, Norway and Venezuela.

An essential requirement for the smooth functioning of stabilization funds is that the rules that regulate their functioning – how much and when it needs to be
set aside, in which assets to invest the fund’s resources, under what circumstances to release such funds, and so on – are set *ex ante* by law and are not left to the discretionary decisions of policy makers. A second requirement is that the price of the commodity does not follow a random walk without mean reversion, as this would exhaust the fund resources in just a few years. Thirdly, to have an impact, the funds must count on large endowments generated by a commodity for which there is substantial demand in world markets during normal times, as in the case of copper and petroleum. For developing countries that export less valuable commodities, stabilization funds are out of reach. Fourthly, the rainy days must come late and not early. Finally, as argued by Reddy in Chapter 7, in order for stabilization funds to be protected from risks and be readily available for use they have to be kept in a safe and liquid form, yielding in this way limited returns. For this reason, a diversion of resources from the satisfaction of present needs to the fund is likely to be suboptimal in poor countries with a high social discount rate.

Another solution to the problems posed by the instability of public revenue is the adoption *ex ante* of contingency rules that establish, in case of unanticipated shocks, that governments are not bound by the usual fiscal targets and are free to increase public expenditure, raise taxes or allow for a widening of the deficit. Such measures provide credibility and transparency to an expansionary fiscal stance in countries where automatic stabilizers are weak and discretionary anti-cyclical fiscal policies are often looked upon with suspicion by the markets and the IMF.

*International safety nets*

As noted by Reddy in Chapter 7, in recent decades, a few international mechanisms were created to deal with exogenous shocks affecting developing countries. The IMF used the Compensatory Financing Facility to offer financing in case of declines in export earnings or rises in cereal import costs. This facility was replaced at a later stage by the Poverty Reduction and Growth Facility (IMF 2003). A second market-based approach, which was later abandoned, was based on international buffer stocks aiming at stabilizing commodity prices. In addition, the Lome Convention established aid-based mechanisms, including the STABEX and FLEX funds, to stabilize the export earnings for certain commodities and countries. Yet these mechanisms offer limited protection against global shocks and are mostly loan based.

New approaches to be explored by PPM include insurance-based, aid-based and international tax-based global mechanisms. Included among the first group are catastrophe bonds, weather derivatives, commodity-indexed bonds or other derivatives contracts that transfer a given risk to others in exchange for an initial payment. In principle, these contracts could be extended to cover the risk of financial shocks. Yet such contracts are costly, carry a high default risk and create moral hazard in case of external shock due to the improper behaviour of international economic agents. Yet in Chapter 7 Reddy notes that this problem could be solved if an international public intermediary financed the derivative contracts covering against the risk of external shocks.

A second approach emphasizes the possibility that insurance against global risks is built into systems of aid provision that explicitly counteract adverse cyclical
shocks of international origin. One example could be a global contingency fund, financed in advance by donors, providing additional resources to countries affected by severe shocks. Present proposals in this area cover natural disasters, but could be extended to macro shocks. A third mechanism could be based on the institution of earmarked international taxes on activities that cause global negative externalities, such as short-term portfolio flows and carbon emissions. Such taxes would generate the double benefit of reducing the activities that cause the externalities, while at the same time making resources available to deal with their consequences (Atkinson 2005). Such an approach has the advantage of recognizing the causal role played by countries in creating adverse shocks that are experienced by other countries.

Managing macroeconomic crises in a pro-poor mode

If successfully implemented, the measures discussed above should reduce the frequency of macroeconomic crises, but will not be able to eliminate them entirely. Thus, PPM must also develop broad principles to manage crises in ways that control macro imbalances, while avoiding surges in poverty. A first step in this regard is to formally introduce a poverty target into macroeconomic stabilization models along the lines suggested by Chand in Chapter 3. Setting an explicit poverty target helps identify trade-offs between stabilization and poverty targets, measure the ‘sacrifice ratio’ of alternative approaches and determine the amount of international assistance or the nature of alternative policies that could ensure consistency between stabilization and poverty objectives.

Exchange rate-based versus money-based adjustment

This choice depends on a host of factors, and clearly there is no ‘one-size-fits-all’ solution. However, as argued in Chapter 4, in economies with a price-elastic supply of tradable goods, a moderate foreign debt and rigid wages and utility rates, a controlled devaluation of the exchange rate, accompanied by fiscal expansion, low interest rates, a rapid reorganization of banks in the wake of the shock and, if needed, capital and import controls may help re-establish balance-of-payments equilibrium more quickly and with smaller output and employment losses than following a monetarist approach that causes a contraction in the domestic components of aggregate demand, while being unable to raise exports. As noted by Jomo and Wee in Chapter 9, Malaysia initially responded to the financial crisis of 1997–1998 by adopting a contractionary approach, but then opted to increase spending and pegged its devalued currency to the US dollar, containing in this way the rise of unemployment and poverty. However, conscious of the possible short-term contractionary and inflationary effects of devaluation, governments ought to set up employment-based safety nets and subsidize key consumption items.

Such an approach may be less likely to succeed in economies where the traditional export is capital intensive and the new exports are more land intensive than labour intensive, or where labour demand is biased towards skilled labour. Problems can also arise in countries with an inelastic supply of exports, a high share of imports on exports and rigidities that make devaluation contractionary
(Krugman and Taylor 1978). Devaluation may also be resisted in countries where banks, firms and governments have large unhedged short-term foreign currency exposures.

It is also likely that the devaluation raises inflation-induced poverty, especially among the low-income net food buyers in the urban and rural sector. This conclusion, however, needs to be juxtaposed with the costs of an output contraction induced by the monetarist approach. While devaluation-induced inflation affects the poor disproportionately, they might be hit even harder by a fall in GDP and employment induced by the adoption of a monetarist adjustment. In both approaches, the rise in poverty will also depend on the safety nets in place. Their extent may be more limited, however, in the case of the fiscal retrenchment typical of the monetary approach.

Fiscal policy, deficit size and pace of deficit reduction

As noted by Jha in Chapter 2, in many developing countries, budget deficits result not so much from excessive expenditures, as from extremely low and falling tax/GDP ratios. In such countries, a strengthening of the tax/GDP ratios and the retrenchment of non-productive expenditures during normal times would widen the scope for conducting a counter-cyclical fiscal policy in crisis years.

During crisis periods, the fiscal policy of industrialized countries allows an expansion of the deficit. This occurs automatically owing to the working of the automatic stabilizers and through a discretionary fiscal expansion. In developing countries, the widening of the deficit is not generally due to an increase of public expenditure – as automatic stabilizers are weak or non-existent – but to sharp falls in revenue due to high tax buoyancy. Countries endowed with stabilization funds can moderate this impact but, as noted, this option is not available to all. Under such circumstances, a temporary rise in the deficit maintains aggregate demand at an acceptable level and limits the impact of shocks on output and poverty. However, until recently, the IMF has demanded crisis-affected countries to quickly reduce the deficit, with yearly cuts of 3–4 per cent of GDP. Such a policy generates several negative effects. The most obvious is a fall in aggregate demand, output and employment and a rise in poverty and inequality. In addition, large cuts affect the deficit itself, as tax revenue is endogenously determined by the level of output. Hence, an attempt at rapidly reducing the budget deficit could lead to its increase, demanding in this way the imposition of further restrictive measures. This partly explains the disappointing performance of IMF programmes in reducing fiscal deficits and the persistence of fiscal stress in countries undergoing adjustment.

As mentioned, contingency rules can establish that, in the case of external shocks, governments are not bound by the usual fiscal targets and are free to sustain spending levels, increase taxes or allow a widening of the deficit. A key issue is the choice of a sustainable deficit under crisis situations and of its subsequent pace of reduction. In this regard, the IMF argues that an optimal fiscal deficit should be sustainable over the next five to 10 years, but in determining this it assumes the rate of growth, fiscal revenue and interest rates as exogenous, while – as shown above – such variables and the deficit are jointly determined. Nor can
the case for quick deficit reductions be argued on the basis that temporary deficits are costly, as there is no convincing evidence in this regard (see above). In contrast, there is evidence that large and rapid fiscal cuts reduce growth over the short and long term and can cause irreversible declines in the well-being of the poor. So, while large deficits certainly need to be reduced over time, this should be done gradually. As suggested by Adam and Bevan (2001), deficit reductions of up to 1.5 per cent of GDP per year help to re-establish fiscal balance with a minimal impact on growth, but larger reductions actually hurt growth.

How to achieve a given target deficit?

Relation (1.1) below suggests that there are several strategies to reduce the budget deficit ($BD$) as a percentage of GDP ($Y$). It is possible to act alternatively on the primary public expenditure ($PPE$), taxes ($T$), non-tax revenue ($NTR$), foreign aid ($FA$), interest rate on the domestic debt ($r$) and foreign debt ($r'$), national and foreign public debt ($NPD$ and $FPD$), exchange rate ($E$) and expansion of the monetary base ($\Delta H$). Each of these strategies affects the deficit and poverty both directly and indirectly via the relations linking the variables on the right hand side of equation (1.1)

$$BD_t/Y_t = PPE_t/Y_t - (T_t + NTR_t + FA_t)/Y_t + (r - g)NPD_{t-1}/Y_t + (r' - g)E_tFPD_{t-1}/Y_t - \Delta H/P_tY_t$$

(1.1)

In Chapter 2 Jha notes that the IMF deficit reduction strategies generally focus on reducing $PPE$. While cutting unproductive expenditures is certainly desirable, if the cuts are marked, aggregate demand and GDP will fall, and public opposition may derail the entire stabilization effort. Secondly, if the cuts affect pro-growth expenditure, $g$ (the growth rate of GDP) may fall and the long-term deficit rise. Thirdly, given the asymmetric distribution of lobbying power, large spending cuts hurt the poor more than the rich.

The fiscal deficit can also be reduced by raising $T$ and $NTR$, a policy seldom implemented in IMF-supported programmes, even in countries with low initial tax/GDP ratios. The macroeconomic impact of rising taxation is less contractionary than that of cutting public expenditure, as governments have a lower propensity to save than households or enterprises. Taxation may also help redistribution, especially in countries with low tax/GDP ratios. Foreign aid ($FA$) in the form of international safety nets, such as those discussed above, can also help stabilize the budget and the balance of payments and, if well targeted on pro-poor programmes, reduce the social impact of the initial shock. Yet, so far donors’ discretion continues to dominate aid granting. Perhaps greater trade and financial liberalization – a frequent source of exogenous shocks – should be made conditional on the creation of international safety nets.

In addition to stimulating growth, a lowering of the domestic interest rate ($r$) would also diminish the cost of servicing the public debt, thus reducing the need to cut pro-poor and pro-growth expenditures. In view of the high level of nominal
and real interest rates in many countries (see, for instance, Chapter 14 on Brazil), such a measure would generate considerable ‘fiscal space’. Yet to be effective, such a measure needs to be accompanied by the imposition of controls on capital outflows as, in the absence of such a measure, the domestic asset holders might move their funds abroad, thus weakening the exchange rate \(E\) and so raising the international interest rates \(r'\) with the result of raising the domestic currency cost of servicing the foreign debt \(FPD\).

A controlled expansion of the monetary base \(\Delta H\), leading to a less than proportional increase in prices \(P\), can also create fiscal space and help reduce the deficit, though this is more likely to occur if a country has considerable unutilized capacity. As argued in Agénor and Montiel (1999), resources equal to 2–3 per cent of GDP were created in this way in countries with moderate initial inflation and a controlled monetary expansion. Finally, in crisis situations, countries may be unable to service their debt. This is particularly the case for countries hit by large external shocks or facing enduring crises such as the heavily indebted poor countries. Thus, a given target deficit might be achieved through measures that reduce the stock of domestic debt \(NPD\) or foreign debt \(FPD\). Measures here could reduce or cancel part of the interest payment on the foreign debt \(r'FPD\) or the stock of debt itself \(FPD\) – along the lines of the measures cited in Chapter 7 – or introduce costless debt standstills by which the payment of principal and interests is suspended in cases of force majeure.

Which route to take to reach a given target deficit depends upon the initial conditions and thus varies from country to country, but there are certainly options available other than cutting public expenditure. With a low tax/GDP ratio, Bolivia and India (see Chapters 13 and 11 respectively) should raise more tax revenue. Chile, on the other hand, already has a high tax/GDP and expenditure/GDP ratio and adjustments might concentrate on the expenditure side or the lowering of interest rates.

**Composition of expenditure cuts and domestic safety nets**

PPM requires that under crisis situations, pro-poor and pro-growth public spending on health, education, public works, basic income support, infrastructure and key productive investments be protected or even expanded. The impact on the poor can be reduced further by focusing a growing share of public expenditure within each of the above sectors on programmes with low administrative costs and high intrinsic efficiency, such as child immunization, elementary education and the rehabilitation of transport infrastructure. In the budget process, such objectives can be promoted by earmarking the revenue of certain taxes to essential programmes or by establishing by law transparent priorities. Such an approach has been applied in 1990–1992 in Chile when an expansion of social programmes focused almost exclusively on services for the poor. In addition, as argued by Solimano and Pollack in Chapter 10, monetary transfers targeted at the bottom 40 per cent of the Chilean population dampened the effects of crises on the poor, as their share in total transfers rose from 56 per cent to 73 per cent between 1987 and 2000. The cost of such safety nets need not be large. For instance, the Mexican programme *Progresa*, which
targets a whole range of interventions and benefits to about two million households, costs only 0.2 per cent of GDP and one per cent of the federal budget.

A particularly effective way to focus public subsidies on the poor are conditional transfers – that is, transfers that affect poor families if their children attend school regularly or are taken for periodic checkups at health centres. This approach provides an incentive to the poor to uptake essential services, while improving their consumption capacity. Another specific measure needed to contain the rise in poverty during crisis and adjustment periods consists of ensuring that food prices, which constitute the main component of the poverty line, do not rise unduly. This objective can be achieved by setting up public distribution networks, adopting anti-speculation measures or introducing food subsidies financed by taxing windfall earnings on foreign exchange assets during adjustment periods.

**Pace of stabilization and optimal adjustment path of the poor**

The case for adopting a gradual adjustment programme and/or instituting compensatory safety nets for the poor acquires particular relevance when taking into account the differences in social discount rates of the main social groups. Indeed, the poor have a higher social discount rate than the middle class or the rich, and therefore prefer an adjustment path that scatters the adjustment burden over a longer period of time, even if this entails greater inter-temporal welfare costs both for themselves and for society as a whole. For them, an approach – such as that entailed by a successful hard peg – that entails a less pronounced initial contraction and larger distant losses, to which they attach lower values due to their higher discount rate, may be preferable to the smaller but frontloaded losses associated to real devaluation (Lustig 2000).

Thus, a more gradual approach maximizes the net present value of the income streams of the poor over the entire adjustment period, making use of their specific social discount rate. A PPM would thus choose a slower approach, even if this is suboptimal from an aggregate perspective. The best solution, however, consists of adopting the overall optimal adjustment path, while compensating the poor with transfers equal to the drop in their income caused by the choice of a devaluation-based adjustment approach.

**Inflation targeting and monetary policy**

The orthodox view is that inflation is costly as it changes relative prices – and so reduces the informational power of the price system, erodes profits and wages, raises uncertainty and discourages investments, and has the greatest impact on the poor. Secondly, high inflation can have perverse monetary effects: it reduces real money supply and raises the interest rate, induces a contraction of output and a fall in tax revenue and, in extreme cases, leads to currency substitution and dollarization. Thirdly, if the capital account is open, even comparatively small inflation differentials may cause capital flights. For all of these reasons, the standard prescription is to aim at single-digit rates of inflation through raises in interest rates and credit restrictions.

Yet a PPM focusing on reducing inflation must also take into account other considerations. To start with, Bruno and Easterly (1998) and Stiglitz (1998) show
that driving inflation below 40 per cent per year produces no discernible economic benefits, though it might affect poverty favourably. Secondly, as argued above, a rapid reduction of inflation is likely to cause a contraction in GDP and – because of the endogeneity of tax revenue to GDP – a widening of the fiscal deficit. In addition, as noted in Chapter 10 on Chile, a policy of high interest rates increases the concentration of financial wealth in the hands of the holders of financial assets. Furthermore, given the limited internal cashflow of firms in developing countries, the low elasticity of their demand for money in relation to the interest rate and the mark-up price formation mechanism dominant in these countries, a rise in interest rates has the effect of raising production costs and prices. Thirdly, reducing inflation to single digits requires sharp recessions that disproportionately affect the poor. These points are now recognized by the IMF Institute, which argues that while the optimal inflation is 2 per cent to 3 per cent per year in industrialized countries, it is 10 per cent to 15 per cent in developing countries.

A PPM will thus adopt less ambitious inflation targets, and aim at their gradual reduction over time. This means that while real interest rates will aim at the 3 to 5 per cent range, the nominal rates ought to increase less markedly than in the standard approach. This policy should help to contain cost-push inflation, and at the same time avoid a contraction in investment and growth that would negatively affect employment and poverty. While the money supply compatible with this approach needs to be accommodating, the policy maker should simultaneously introduce microeconomic reforms to reduce other components of cost-push inflation. Finally, credit policy should aim at eliminating the segmentation of the credit market that reduces access to credit by SMEs.

Conclusions and limitations of pro-poor macroeconomics

A first finding of this study is that the World Bank (1990) poverty alleviation strategy based on growth, investments in the human capital of the poor and safety nets for those left behind has failed to ensure a rapid decline in poverty. As noted in the case studies on Bolivia, Chile and India, this approach did not explicitly promote the productive activities of the poor or address the large inequality problems permeating these countries at the beginning of the reforms. For instance, the Concertación governments in power in Chile since 1990 focused on poverty reduction, but did not set any target for the redistribution of income and assets, despite a wealth of evidence that high levels of inequality negatively affects growth and poverty alleviation. The neglect of high levels of inequality possibly explains the suboptimal results obtained in this country in terms of poverty alleviation and worsening of the distribution of market income during the 1990s. In contrast, the highly egalitarian conditions prevailing at the beginning of the reforms in China facilitated growth and poverty reduction.

A second finding is that while some basic economic principles – incentives, certainty of property rights, reasonable macro balances, and so on – were followed in all successful countries analysed in this volume, the way these objectives were
pursued by national macroeconomic policies varied substantially depending on the structural and institutional conditions of each country. In China and Malaysia, for instance, rapid poverty alleviation, moderate inequality, market competition and secure property rights were achieved under conditions of strong state presence in manufacturing, state control over financial institutions, a managed exchange rate and a controlled capital account.

Thirdly, this volume shows that several obstacles to PPG cannot be removed by macroeconomic policy. To start with, PPM cannot produce all of its beneficial effects if deep-seated inequalities in the distribution of asset, credit, opportunities and human capital are not removed or, as argued in Chapter 12 on Uzbekistan, if inequality rises because of the development approach that is followed. Chapter 14 shows that in highly unequal Brazil, poverty is more responsive to a fall in inequality than to an acceleration in growth induced by good macroeconomic policies, as the poverty reduction effect of growth is much lower when the initial inequality is high. Thus, PPM cannot wait for poverty to be reduced by the positive distributional consequences of better macro policies that might take time to materialize.

The impact of PPM is also limited in economies with a large subsistence and informal sector that is only loosely integrated in the economic mainstream and is located in rural and mountainous areas, marginal urban areas, small towns and remote regions. In Brazil and Chile, the main problems faced by the poor in the informal sector are a lack of education and poor integration with modern sector activities; in Bolivia, geographical isolation is an additional factor. Indeed, such a subsistence or informal sector is weakly influenced by changes in macro signals. There is a need, therefore, to better integrate such sectors into the overall economy, while avoiding the instability that could be associated with growing economic integration. Public expenditure policies can do a lot to achieve this goal by developing public infrastructure in the fields of transport, communications and energy, although this effort will take several years and considerable resources to bear fruit. A proactive tax and incentive policy is obviously needed to improve such integration and – as in the case of Malaysia and Mauritius – to mobilize investments for absorbing the migrants from the subsistence sector to the modern sector.

PPM is also much more difficult to implement in small, dependent and undifferentiated developing economies with exogenous terms of trade and a high reliance on the exports of few primary commodities. As seen in Chapter 13 on Bolivia, such structural weaknesses and the limited scope for diversifying the export basket severely limit the scope for conducting PPM. To become more effective, PPM requires microeconomic changes in the goods, labour, credit and insurance markets that permit a diversification of the production structure, as observed in Mauritius. In economies with deeply segmented credit and goods markets, for instance, the poor do not benefit from lowering interest rates or devaluation to start new activities. Under such circumstances, sound macroeconomic policies alone are not enough. A promising approach – which could not be explored in detail in this volume – would be co-ordinating macro with micro policies that simultaneously
attack the structural determinants of poverty, combining, for instance, a removal of
market imperfections with pro-poor macro policies such as those illustrated above.
Finally, PPM would benefit from strengthening institutions, governance and
administrative capacity. Problems in these areas often reduce the impact of poten-
tially useful pro-poor policies aiming at the mobilization of domestic resources,
capital controls, decentralization, and so on.

Notes

1 The author would like to thank Yilmaz Akyuz, Stephan Klasen, Gerry Helleiner and José
Antonio Ocampo for discussions and comments on earlier drafts of this chapter. The
usual disclaimers apply.

2 There is broad agreement that investments in health, education, child nutrition, gender
balance and empowerment of the poor improve well-being, generate high returns,
reduce inequality and contribute to macroeconomic stability. The main elements of pro-
poor structural policies such as human and physical capital accumulation, technology
transfer, land reform, agricultural growth, microcredit and insurance are also agreed by
scholars of different schools of thought. Thus, ex ante interventions that improve the
functioning of markets and public institutions are likely to enhance the poverty impact
of macro policies. For instance, devaluation has a greater impact on poverty in a coun-
try with more egalitarian agrarian structures and flexible labour markets than in the case
of latifundia and rigid labour markets. Differences persist in other areas – such as the
extent of industrial policy – and, within some of these areas, on the way in which
the agreed policy objectives should be pursued. For instance, some authors suggest that
the threat of expropriation is an unavoidable component of a land reform, while others
favour an approach based on the willing-buyer–willing-seller basis. For a review of the
main areas of agreement and disagreement, see Klasen (2004).

3 Where asymmetric information prevails and the level of domestic savings is suboptimal –
as in many developing countries – maintaining real interest rates on deposits at positive
but below the market-clearing level and limiting entry by the domestic and foreign
banks generates a moderate amount of rents for banks that are encouraged to expand
efforts at mobilizing deposits and monitoring their borrowers. Such a policy was widely
pursued in East Asian countries in the earlier phase of their development.

4 All countries that achieved rapid growth and poverty reduction over the long term expe-
rienced an increase in land yields, agricultural growth and farm and rural non-farm
incomes during the take-off phase of their growth. The experience of China in 1978–84
and India in the 1980s confirms this rule, which was verified in the East Asian Tigers and
elsewhere.

5 Chapter 2 demonstrates that unweighted average tax/GDP ratios of 13 emerging
economies shows a downward trend between 1985 and 1999, while a recent panel study
by Chu et al. (2004) points to an average drop of one percentage point in the tax/GDP
ratio during the 1980s–1990s period, as opposed to a rise of 1.6 points between the 1970s
and 1980s.

6 Lustig (2000) indicates that a one per cent drop in GDP causes a revenue decline of
1.8 per cent in the Organization for Economic Co-operation and Development
countries, but of 5.8 per cent in Latin American countries.

7 This conclusion may change, however, if the discount rate is lowered by the develop-
ment of credit and insurance markets, which allow them to sustain their consumption
during a sharp adjustment spell.
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Pro-Poor Fiscal Policy in the Globalized Economy
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Introduction

The current phase of globalization has been characterized by increasing frequency of economic crises/downturns for developing countries. Several reasons can be advanced for this, including severe drought in agriculture-dependent economies, such as Zimbabwe, or a secular decline in the terms of trade for primary exporting countries, such as Zambia. However, the most important reason has been the inexorable march of the developing world to currency boards or dollarization – with consequent surrender of any semblance of an independent monetary policy – or, more likely, to flexible exchange rates preceded by long maintenance of unsustainable pegs.

Economic crises have serious impacts upon the poor. Lustig (2002) argues that except for wars, macroeconomic crises have been the single most important cause of large increases in income (or consumption) poverty. Crises are frequently accompanied by rising income inequality, as well as deterioration in social indicators such as infant mortality rates and average years of schooling. Even macroeconomic downturns and poverty are strongly linked. Fields (1991) estimated that for every percentage point decline in growth, poverty rises on average by nearly 2 per cent. Lustig (2002) argues that had Latin America reached the levels of macroeconomic stability achieved by industrial economies, roughly 25 per cent of poor people in the region would have been lifted out of poverty. Furthermore, even after the macroeconomic parameters of the economy have recovered after a crisis, there are strong hysteresis effects on the poor (Lokshin and Ravallion 2000). Expenditure cuts during downturns that are not fully blown crises impact differentially on the poor and the non-poor with the former being disadvantaged (Ravallion 2002).

Macroeconomic/fiscal adjustments affect the poor through two broad channels. First, there are direct effects including public sector lay-offs, freezes on the wage bill and cuts in government expenditures on transfers and subsidies and increases in public sector prices. Secondly, there are indirect effects such as a drop in aggregate demand and, hence, increased unemployment and poverty. If public and private capital expenditure are complementary, then a drop in public investment may lead to a drop in private investment as well. This effect could be
tempered on two counts: (i) incomplete Ricardian equivalence, typically the case in developing countries, implies that the drop in public investment need not lead to an equivalent drop in private investment; and (ii) furthermore, if the drop in public investment leads to a fall in interest rates, this could stimulate private investment. However, an increase in taxes, in order to lower the fiscal deficit, and restrictive monetary policy would raise interest rates and dampen aggregate private demand, thereby reducing employment and raising poverty.

It becomes imperative then to design a programme for recovery from crises with an eye to its implications for the poor. This chapter articulates a rationale and a structure for such pro-poor adjustment policies and is organized around two principal themes: (i) policy design in the intermediate run, that is, in the steady state bereft of crises; and (ii) the elements of a response to a crisis. The chapter is organized as follows. I initially discuss the background to a pro-poor adjustment policy framework, followed by a discussion of the measurement of the fiscal deficit and the need to check high deficits. The next section addresses policy options in the steady state in order to reduce the risk of crises, followed by a discussion of some elements of a pro-poor fiscal adjustment policy. I conclude with some final thoughts.

The background of a pro-poor adjustment policy framework

A pro-poor stance to fiscal adjustment in developing countries is desirable not only to insulate the poor from the worst effects of a crisis, but also to create a climate for economic reforms. If the poor regard macroeconomic adjustment as pain without much subsequent gain, political support for economic reforms will wane. Because of the weakness of institutions to mobilize and direct savings, the role of fiscal policy is crucial in harnessing resources for development. Since the regulatory apparatus is weak and market signals imperfect, the state has an important role to play in allocating investment funds.

Concurrently, and for some of these same reasons, fiscal policy in developing countries is handicapped in its ability to play an activist role. First, the state is a weaker entity politically than in most developed countries with little consensus on the contours of a tax and expenditure programme (Heady 2004). Secondly, the resources available with the government are meagre since tax bases are small and tax administration weak, with much of the tax revenue coming from inefficient taxes such as excise duties and international trade taxes. Even so, expenditures routinely, and even increasingly, outpace revenues. With poor credit and bond markets and fiscal expenditures that are inflexible in the downward direction, some of the financing of the resultant deficit spills over onto the external sector and the central bank.

With rapidly diminishing official aid and poor private equity flows, external financing of the fiscal deficit in the poorest countries has to rely increasingly on private loans. These are available at increasingly difficult terms since the domestic resource cost – often underestimated – of servicing these goes up with additional
borrowing. In addition, as UNCTAD (2000) estimates, the deleterious effects of external shocks in the average least developed country are twice as severe as in the average developing country. External finance is the obvious way to get around this sharp resource crunch. However, such supplies are meagre. Large, stable market economies such as India and South Africa attract considerable capital inflows, whereas for most poor economies of the sub-Saharan region both foreign direct investment (FDI) and portfolio flows are inadequate, with FDI flows being concentrated largely in resource extraction.

Another important factor influencing the vulnerability of developing economies to crises is their inadequate financial depth. Pre-Maastricht developed countries such as Belgium and Italy could run up large deficits without encountering any crisis, whereas Argentina, with a much lower deficit, faced severe crises. Caballero and Krishnamurthy (2004) argue that an important determinant of whether an economy will experience crisis following an episode of high fiscal deficit is the extent of financial depth – as measured by the ratio of credit to the private sector to gross domestic product (GDP) of the country. In developing and transition economies, limited funding constrains the use of fiscal policy during crises. With low financial depth, any increase in public expenditure during a crisis has a more pronounced crowding-out effect on private investment than during normal times.

Low-income countries differ sharply with regard to the depths of their financial markets and continuity and stability of policy regimes. The costs of borrowing abroad are higher for countries with frequent reversals of policy stance since risks associated with lending rise sharply.

Reining in the fiscal deficit

The conventional measure of the fiscal deficit as the difference between total government expenditure and current government revenue while being clear, as an accounting concept, is not above controversy as an economic entity. The associated conceptual and procedural ambiguities include asymmetric effects of tax and expenditure categories in economies with high and variable inflation, strong mutual endogeneity between tax and expenditure categories and, with underdeveloped financial markets and vulnerable external accounts, limited availability of tools for financing deficits (Hermes and Lensink 2004).

Other problems in measuring the deficit include accounting for arrears. Does the deficit go down if interest payments on foreign debt are rescheduled? If the government delays some payments – for example, the public wage bill – but takes in all of its revenues, does fiscal deficit go down? These questions become particularly relevant during high inflation since delaying payments denominated in nominal terms would significantly lower the real value of such payments. How should contingent liabilities be treated?

In federal countries, the fiscal deficits of all levels of government should be included. The deficits of central banks as well as those of accounts such as India’s ‘oil pool’ – which records excesses of payments for petroleum imports over what is collected from consumers – should be included.
Thus, conventional measures of the fiscal deficit in many developing countries are typically underestimates. Nevertheless, a straightforward application of tests of fiscal sustainability to such reported data revealed that in the case of many developing countries either fiscal deficit sustainability or current account sustainability or both are violated (Jha 2004).

Persistently large fiscal deficits pose real threats to the stability and growth of the economy. Budget deficits from the national income identity detract from domestic savings and reduce resources available for investment and growth, assuming that foreign savings are neither plentiful nor imprudent to rely upon – in view of crises – or both. If there is substantial debt overhang, the ability of the government to conduct counter-cyclical public expenditure policy is compromised. During an expansion tax revenues rise and so can public expenditure, whereas during a recession tax revenues drop and, with large debt-servicing charges, little is left for (even essential) public expenditure. Thus, fiscal policy ceases to be stabilizing. Any monetization of the deficit makes monetary policy dependent upon budgetary policy and its stabilization potential is compromised. Excessive budget deficits could lead to a combination of inflation, exchange rate crises, external debt crises and high real interest rates. A high fiscal deficit leads to increasing monetization, which then leads to high inflation although this positive relationship is not easily detectable in the data because of the complex short-run dynamics of high inflationary processes. But Catão and Terrones (2001) argue that once these empirical problems are accounted for there is a strong positive relation between deficits and inflation in developing, particularly, emerging market countries. In that case, sustained fiscal deficits will lead to higher inflation. Since the inflation tax is particularly regressive, this provides a further reason to curb the fiscal deficit, and once a default-type situation occurs – most likely on external debt – it becomes even more difficult to establish credibility in capital markets and borrowing must necessarily occur on increasingly difficult terms.²

If the public debt could be lowered directly – say, through a programme of privatization – there would be less need to reduce public expenditures or raise taxes, ceteris paribus. However, with underdeveloped capital markets and general non-marketability of public sector assets, privatization is, at best, slow and faltering. Thus, a critical question is how to dovetail sensitivity about poverty reduction in a credible programme of deficit reduction.

Reforms to insulate the poor from crises

Efforts to insulate the poor from the worst effects of a crisis and the ensuing necessary macroeconomic/fiscal adjustment must occur before the crisis sets in. A crisis is, by definition, an emergent situation where harsh decisions have to be taken, and when the crisis is gone there is little incentive to reform. Developing countries can do a considerable amount to plan for a crisis, particularly to reduce its impact on the poor in normal times. Such measures include: (i) capital controls – discussed in Chapters 4 and 5 in this volume; (ii) pro-poor tax policy;
(iii) pro-poor expenditure policy; (iv) social funds; (v) pro-poor institutional reform of fiscal policy; and (vi) measures to insulate the assets of the poor from the effects of crises.

**Tax policy to improve fiscal balance in developing countries**

Although fiscal deficits are high and often unsustainable, expenditure–GDP ratios in many developing countries are 5 per cent to 10 per cent below Organization for Economic Co-operation and Development (OECD) levels, thus tax reform is a matter of pressing concern. Table 2.1 reports some evidence on tax–GDP ratios in select developing countries.

During 1985–1999, Chile, Egypt, Malaysia and South Africa were able to maintain tax–GDP ratios at OECD levels. During 1999–2002, South Africa was able to maintain this momentum, whereas tax–GDP ratios in Chile and Egypt started slipping. Sri Lanka has experienced a sharp reduction in the tax–GDP ratio since the mid-1980s and India a less severe one. Thailand’s tax–GDP performance improved until the 1997 crisis and then suffered a considerable setback, but its tax–GDP ratio was still better than India’s. The unweighted average of the tax–GDP ratios for these countries shows a downward trend between 1985 and 1999. There is considerable scope for improvement of the tax–GDP ratio in the countries with low values and/or declining trends.

A panel fixed effects regression of the log of the tax–GDP ratio against the log of per capita real income, a time trend and a constant for these countries during the period 1985–1998 is revealing.

\[
\ln (\text{tax/GDP}) = 0.978 - 0.01064 \times \text{time trend} + 0.263401 \times \ln \text{PC real income}
\]

\[
(1.85) \quad (-4.19) \quad (3.83)
\]

The t-statistics are in parenthesis. The constant is significant at 6.6 per cent and the time trend and per capita real income at one per cent. The F-statistic is highly significant. There is a declining trend in the response of tax collection. The elasticity of the tax–GDP ratio with respect to per capita real income is significant and has the right sign, but is small in magnitude though larger than the coefficient on the time trend.

The agenda for tax reform in developing countries has been widely discussed in the literature (World Bank 1991). Fine-tuning the tax structure to make it progressive should be looked upon as a component of an overall programme of such tax reform. Existing patterns of taxation in developing countries are not only insufficiently progressive, but also create distortions reducing potential economic growth, thereby stifling already scarce funds for poverty alleviation. In many developing countries there is a persistent gap between public expenditure and tax revenue, with most tax revenues being collected from distortionary and regressive taxation such as excise and import tariffs. Income taxes have small bases and direct taxes get skewed in favour of corporate taxation, creating an avenue for inter-tax arbitrage and evasion. High and arbitrary import tariffs have unintended consequences for effective rates of protection and industrial growth. One of the
Table 2.1  Tax revenue as percentage of GDP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cameroon&lt;sup&gt;b&lt;/sup&gt;</td>
<td>22.73</td>
<td>17.69</td>
<td>16.88</td>
<td>10.19</td>
<td>NA</td>
<td>15.39</td>
<td>15.70</td>
<td>18.80</td>
<td>20.60</td>
<td>18.50</td>
</tr>
<tr>
<td>Chile&lt;sup&gt;c&lt;/sup&gt;</td>
<td>28.36</td>
<td>22.55</td>
<td>22.34</td>
<td>22.57</td>
<td>23.34</td>
<td>22.99</td>
<td>22.51</td>
<td>19.69</td>
<td>20.15</td>
<td>20.06</td>
</tr>
<tr>
<td>Colombia&lt;sup&gt;d&lt;/sup&gt;</td>
<td>12.02</td>
<td>12.85</td>
<td>14.10</td>
<td>11.40</td>
<td>12.56</td>
<td>11.74</td>
<td>12.34</td>
<td>15.39</td>
<td>15.58</td>
<td>16.04</td>
</tr>
<tr>
<td>Dominican Republic&lt;sup&gt;e&lt;/sup&gt;</td>
<td>11.01</td>
<td>14.66</td>
<td>11.39</td>
<td>16.40</td>
<td>17.10</td>
<td>16.92</td>
<td>NA</td>
<td>NA</td>
<td>16.93</td>
<td>NA</td>
</tr>
<tr>
<td>Egypt&lt;sup&gt;f&lt;/sup&gt;</td>
<td>37.12</td>
<td>33.22</td>
<td>34.40</td>
<td>40.37</td>
<td>28.95</td>
<td>NA</td>
<td>22.20</td>
<td>21.20</td>
<td>20.70</td>
<td>21.10</td>
</tr>
<tr>
<td>Indonesia&lt;sup&gt;h&lt;/sup&gt;</td>
<td>20.05</td>
<td>15.35</td>
<td>16.44</td>
<td>17.35</td>
<td>16.12</td>
<td>16.28</td>
<td>NA</td>
<td>21.24</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Malaysia</td>
<td>30.15</td>
<td>25.72</td>
<td>28.78</td>
<td>29.26</td>
<td>25.43</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>South Africa&lt;sup&gt;i&lt;/sup&gt;</td>
<td>26.15</td>
<td>25.77</td>
<td>28.88</td>
<td>26.34</td>
<td>25.96</td>
<td>26.93</td>
<td>25.00</td>
<td>24.60</td>
<td>25.90</td>
<td>25.30</td>
</tr>
<tr>
<td>Thailand&lt;sup&gt;k&lt;/sup&gt;</td>
<td>16.05</td>
<td>17.21</td>
<td>20.00</td>
<td>19.43</td>
<td>18.68</td>
<td>16.22</td>
<td>15.98</td>
<td>15.15</td>
<td>16.14</td>
<td>17.05</td>
</tr>
<tr>
<td>Zimbabwe&lt;sup&lt;l&lt;/sup&gt;</td>
<td>29.61</td>
<td>28.82</td>
<td>26.50</td>
<td>27.88</td>
<td>NA</td>
<td>NA</td>
<td>29.20</td>
<td>28.10</td>
<td>26.60</td>
<td>28.00</td>
</tr>
<tr>
<td>Unweighted average for these countries</td>
<td>22.09</td>
<td>19.93</td>
<td>20.47</td>
<td>20.71</td>
<td>18.80</td>
<td>17.03</td>
<td>17.26</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

NA = not available.

Notes:
<sup>a</sup> Source: Central bank of Argentina Web site, www.bcra.gov.ar/.
<sup>b</sup> Source: African Development Bank Website, www.afdb.org/.
<sup>c</sup> Figures for 2000, 2001 and 2002 computed from data available on the central bank of Chile. Website: www.bcentral.cl/ (reference only to the central government).
<sup>d</sup> Source: International Financial Statistics, IMF.
<sup>f</sup> Source: Central Bank of Sri Lanka Website, www.lanka.net/centralbank/.
<sup>g</sup> Source: IMF and Reserve Bank of South Africa.
<sup>h</sup> Source: Indian Statistical Institute.
<sup>i</sup> Source: IMF and other projections as reported by the OECD at http://www.oecd.org/dataoecd/45/43/32411615.pdf.
<sup>j</sup> Source: World Bank Global Development Network Database, unless otherwise stated.
most regressive and distortionary taxes is the inflation tax, which countries in crisis routinely face during phases. Furthermore, tax structures in developing countries are complex with a multiplicity of taxes, rates and exemptions, complicating tax administration.

The literature advocates increasing the emphasis of the tax structure on direct taxation – enlarging the income tax base, reducing the number of rates and substantially cutting the top marginal rates with a flat corporation tax rate that is harmonized with the highest income tax rate. Special tax preferences should be scrutinized since using the system to provide tax incentives usually causes a serious drain on the national exchequer by conferring windfall gains on existing activities or by shifting resources to tax-preferred activities. A uniform broad-based consumption tax, such as a value added tax (VAT), with few exemptions – for example, for goods and services consumed in disproportionately large amounts by the poor – and harmonized across levels of government in federal countries and with few rates is advocated. These could be supplemented with excise duties on environmental detriments or ‘luxuries’. Peak tariff duties and effective rates of protection should be reduced gradually. Such tax reforms could improve the allocation of resources and be administratively simpler. If the tax base admits few exemptions and there are fewer rates, costs of compliance and monitoring will fall. A significant exception to this is the VAT, which requires sophisticated account keeping to net out input costs and exempt exports. Such expertise may be lacking in many developing countries. The credibility of the tax regime is also important and tax reforms should aim for a stable tax environment. Tax reform should be well coordinated. Tariff cuts should be accompanied by an upward revision of VAT rates to compensate for tax revenue. The welfare effects of such tax reforms are ambiguous. Warr (2003) advocates increasing the direct tax component, paid largely by the rich and hence progressive, of the total tax burden at the extent of indirect taxes, paid by the poor as well as the rich and hence regressive. His simulations for Thailand indicate that this policy would reduce poverty as well as inequality. On the structure of indirect taxes – particularly the VAT – there is little room for optimism. Emran and Stiglitz (2003a, 2003b) show that the standard prescription of reducing trade taxes with a revenue-compensating upward revision of the rate of a broad-based VAT is welfare improving only in an economy with no informal sector with all production and exchange activity in the tax net – conditions typically not satisfied in developing countries. CSO (2000) notes that in 1999–2000, as much as 60 per cent of India’s GDP came from the unorganized sector, and this sector employed 92 per cent of the labour force! When only the formal sector can be taxed, the introduction of a VAT – or a hike in its rate – far from removing distortions across goods and services, ends up creating a distortion between the formal and the informal sectors and may reduce welfare under plausible conditions. Even broadening the VAT base to include more of the informal sector may reduce welfare (Piggott and Whalley 2001).

How successful have these tax reforms been in raising revenue? Given the high tax buoyancy and elasticity of tax structures in many developing countries (see Table 2.5), it can be expected that tax reforms that raise the rate of growth of
the economy will, in general, lead to substantial incremental revenues. Estimated buoyancies of the overall tax system, income tax, sales tax and import tax were all higher than their respective elasticities, indicating that tax reform had played a significant role in tax revenue growth. In particular, the expansion of trade following devaluation and tariff reforms appear to have contributed significantly to revenue growth. Munoz and Cho (2003) argue that the introduction of a comprehensive VAT in Ethiopia has not had an adverse impact on the poor, is progressive in its incidence and has raised public sector revenue over the medium term, but not in the short run. Ebrill et al. (2001), however, find that the introduction of the VAT has lowered tax revenues. Direct tax reform – about the beneficial effects of which there seems to be the most consensus – is harder to pursue than indirect tax reforms. These arguments reinforce the case for including exemptions for purposes of VAT goods consumed in disproportionately large amounts by the poor (see Table 2.2).

<table>
<thead>
<tr>
<th>Author(s) and countries studied</th>
<th>Principal results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chen et al. (2001), Uganda</strong></td>
<td>The authors conduct a welfare dominance analysis of tax incidence in Uganda. They discover that the tax structure was progressive before the reforms and remained so after the reforms. Export taxes on coffee, one of Uganda’s main exports, remained highly regressive, as the burden of the tax is shifted to relatively poorer rural farmers. The pay-as-you-earn tax remains the most progressive tax, as it is applied to the formal sector, where the non-poor are employed. Substituting VAT for sales taxes does not necessarily worsen the welfare of the poor, since most goods consumed by the poor were zero rated.</td>
</tr>
<tr>
<td><strong>Younger et al. (1999), Madagascar</strong></td>
<td>Most taxes are progressive, with the exception of kerosene taxes and export duties on vanilla. A movement away from trade taxes and towards broadly-based value-added or income taxes would be both more equitable and efficient, since these would apply to the formal sector where the non-poor are employed. Furthermore, taxes on petroleum – except those on kerosene, which is heavily used by the poor – are highly progressive and also provide a good tax handle for the government.</td>
</tr>
<tr>
<td><strong>Younger (1993), Ghana</strong></td>
<td>The author uses Ghana’s 1988 Living Standard Survey and discovers that broad-based taxes are either proportional (sales taxes) or progressive (income and property taxes). A greater reliance on broad-based taxes will improve both equity and efficiency. Petroleum taxes are proportional or slightly progressive, even after taking into account the intermediate effects such as the cost of public transportation.</td>
</tr>
<tr>
<td><strong>Gibson (1998), Papua New Guinea</strong></td>
<td>The author discusses the case for introducing a VAT. Instead of removing existing distortions by virtue of being a uniform consumption tax, VAT will introduce new distortions through the proposed ‘merit good’ exemptions on financial services, health and</td>
</tr>
</tbody>
</table>
Making tax reforms in developing countries more pro-poor

There is some consensus in the literature that tax structures in developing countries are not particularly progressive. Chu et al. (2004) find that: (i) only 13 of the 36 overall tax systems surveyed by them are progressive, seven are proportional, seven are regressive and the rest neutral or insignificant; and (ii) income taxes are progressive in 12 of the 14 cases studied, whereas indirect taxes are broadly regressive; the progressivity of direct taxes declined over time in eight cases.
A brief taxonomy of the extant literature’s view on how to fine-tune tax reforms to make them pro-poor is presented in Table 2.2. Although many results are context specific, a general result is that items that are consumed in disproportionately large amounts by the poor and exportables should be taxed at lower rates – or exempted from taxation – including any VAT.

Public expenditure reform in developing countries

Table 2.3 indicates that public expenditure in developing countries – even those with low tax–GDP ratios – has not been excessive. If one nets out debt-servicing charges, expenditure–GDP ratios are likely to be even lower.

Table 2.3  Public expenditure as a percentage of GDP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentinaa</td>
<td>17.68</td>
<td>10.81</td>
<td>11.41</td>
<td>15.21</td>
<td>15.26</td>
<td>15.41</td>
<td>NA</td>
<td>18.60</td>
<td>18.20</td>
<td>16.90</td>
<td>NA</td>
</tr>
<tr>
<td>Cameroonb</td>
<td>20.89</td>
<td>17.43</td>
<td>22.17</td>
<td>12.77</td>
<td>NA</td>
<td>13.88</td>
<td>18.90</td>
<td>17.40</td>
<td>18.30</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Chilec</td>
<td>30.40</td>
<td>23.17</td>
<td>21.01</td>
<td>20.95</td>
<td>21.21</td>
<td>22.53</td>
<td>23.93</td>
<td>26.70</td>
<td>27.10</td>
<td>26.9</td>
<td>NA</td>
</tr>
<tr>
<td>Colombiad</td>
<td>14.06</td>
<td>13.70</td>
<td>11.53</td>
<td>12.58</td>
<td>16.09</td>
<td>16.62</td>
<td>18.76</td>
<td>19.60</td>
<td>20.6</td>
<td>20.7</td>
<td>20.6</td>
</tr>
<tr>
<td>Dominica Republice</td>
<td>12.55</td>
<td>16.34</td>
<td>11.08</td>
<td>17.08</td>
<td>16.68</td>
<td>16.29</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>17.0</td>
<td>NA</td>
</tr>
<tr>
<td>Egyptf</td>
<td>39.91</td>
<td>36.60</td>
<td>31.92</td>
<td>37.36</td>
<td>30.64</td>
<td>NA</td>
<td>26.10</td>
<td>26.80</td>
<td>26.50</td>
<td>27.40</td>
<td>NA</td>
</tr>
<tr>
<td>Indiag</td>
<td>16.42</td>
<td>17.56</td>
<td>17.03</td>
<td>15.26</td>
<td>15.21</td>
<td>14.95</td>
<td>17.70</td>
<td>18.00</td>
<td>18.50</td>
<td>20.00</td>
<td>NA</td>
</tr>
<tr>
<td>Indonesiah</td>
<td>20.47</td>
<td>18.28</td>
<td>16.01</td>
<td>15.46</td>
<td>15.98</td>
<td>17.82</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>24.70</td>
<td>NA</td>
</tr>
<tr>
<td>Malaysia</td>
<td>29.04</td>
<td>27.94</td>
<td>29.24</td>
<td>24.52</td>
<td>NA</td>
<td>NA</td>
<td>26.10</td>
<td>27.90</td>
<td>27.40</td>
<td>26.60</td>
<td>26.70</td>
</tr>
<tr>
<td>South Africai</td>
<td>29.24</td>
<td>30.60</td>
<td>30.62</td>
<td>32.27</td>
<td>29.40</td>
<td>29.83</td>
<td>27.00</td>
<td>26.60</td>
<td>27.40</td>
<td>26.60</td>
<td>26.70</td>
</tr>
<tr>
<td>Sri Lankaj</td>
<td>33.36</td>
<td>31.08</td>
<td>29.29</td>
<td>27.19</td>
<td>25.69</td>
<td>24.93</td>
<td>24.06</td>
<td>26.65</td>
<td>27.41</td>
<td>25.39</td>
<td>NA</td>
</tr>
<tr>
<td>Thailandk</td>
<td>20.87</td>
<td>15.80</td>
<td>15.01</td>
<td>17.12</td>
<td>20.48</td>
<td>22.51</td>
<td>24.92</td>
<td>17.35</td>
<td>17.73</td>
<td>17.60</td>
<td>16.70</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>33.62</td>
<td>33.72</td>
<td>31.88</td>
<td>29.59</td>
<td>NA</td>
<td>NA</td>
<td>38.70</td>
<td>48.80</td>
<td>34.70</td>
<td>38.20</td>
<td>NA</td>
</tr>
<tr>
<td>Unweighted average for these countries</td>
<td>24.5</td>
<td>22.54</td>
<td>21.4</td>
<td>21.33</td>
<td>20.66</td>
<td>19.47</td>
<td>21.87</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Notes:
NA = not available.


d Last four data points from International Financial Statistics, IMF.

e Data for 2002 from International Financial Statistics, IMF.


ghg Figure for 2000–2002 computed from data available on the central bank of India website, www.bcentral.cl/.


j Data for 2001 from International Financial Statistics, IMF.

k Data from 1999 onward refer to financial years 1999/2000, 2000/01, 2001/02 and 2002/03. SOURCES: IMF and Reserve Bank of South Africa.

l Data from 2003 from International Financial Statistics, IMF.

m Data from the Central Bank of Sri Lanka website, www.lanka.net/centralbank/.

n Last four data points from International Financial Statistics, IMF.


Source: World Bank Global Development Network Database, unless otherwise stated.
Results of a panel fixed effects regression of ln (exp/GDP) against ln (per capita real income) and a time trend using annual data for the period 1980–1998 are as follows:

\[
\text{ln} (\text{exp/GDP}) = 3.55 - 0.00635 \times \text{time trend} - 0.05965 \times \text{ln (pc real income)} \\
(6.504) (-2.888) (-0.837)
\]

The t-statistics are in parentheses below the respective coefficients. The time trend and the constant are strongly significant. The coefficient on per capita real income is insignificant. The \(F\)-statistic is strongly significant.

With growth of per capita income tax–GDP ratios tend to increase, whereas there is no significant change in the expenditure–GDP ratio. Over time, both tax–GDP and expenditure–GDP ratios fall. Over the medium term, as globalization proceeds demands for public expenditure are likely to rise (Rodrik 1998).

**Pro-poor expenditure reform in developing countries**

Pro-poor tax reforms should be complemented with appropriate adjustment of government expenditures. The impact of public expenditure is usually ascertained through an *ex post* incidence analysis. The questions typically asked, given some tax or public expenditure, are: Who pays or receives the benefits of public spending?

How much does everyone receive in accounting terms? How much does everyone receive when taking into account behavioural responses to taxes or the free delivery of public services? What are the indirect effects of the programme? Such analyses enable the researcher to ascertain the actual distribution of the amount budgeted as a tax receipt or a public expenditure and helps decide whether public expenditures are worth their cost.

A problem with this methodology is that only existing taxes or public programmes may be analysed. We must evaluate not what does exist, but what might exist. This is the theme of benefit incidence analysis.\(^3\) The questions asked are: What if some features of the tax system or public spending were modified? How different would it be for individual households from the initial situation or the status quo? Such analysis is both marginal – because it should capture differences from the status quo – and behavioural – because of the need to generate counter-factuals.

Addressing behavioural issues – especially labour supply and income generation – is important. But such modelling is difficult in the case of developing countries because direct transfers to households, whether positive or negative, are limited. Furthermore, the distinction between formal and informal labour markets is critical with jobs in the former being subject to some form of rationing.

Delineating expenditure adjustments according to their effects on the poor in developing countries cannot await the development of *ex ante* analysis. A good rule of thumb would be to delay/reduce the cuts in public expenditure on goods and services that are directly or indirectly of high importance in the budget of the poor, for example, coarser types of food, fuel and agricultural subsidies.

An example of a successful programme comes from Chile (Schkolnik 1992). During the period 1990–92, there was a sharp drop in government expenditure
and Chile adopted the neoliberal doctrine of development in a rather pure form, cutting back on many social programmes. However, social programmes, to the extent they were retained, focused exclusively on the services of the poor. Even within the broad category of basic services, however, the selection of programmes needs to be sensitive to the type and severity of deprivation. A programme of subsidized nutritional supplements would be more effective than an elementary education scheme for widespread malnutrition. Rudra (2004) establishes that only the education component of public expenditure encourages a more favourable distribution of income in the face of globalization. Thus, when high inequality is a concern expenditure on education should not be cut; but the decision on what expenditure items are pro-poor is country specific (Van de Walle 1995).

**Problems of targeting**

Some economists argue that as long as targeting is effective, a general rule like directing public expenditure towards basic services need not be followed. However, there is no guarantee that targeting will be effective – the poor may be excluded or there may be leakages to the non-poor and costs of targeting may be high. These include the initial screening costs and the costs of delivery to the poor to the exclusion of the non-targeted group and the incentive effects of targeted programmes, as the targeted groups alter their labour supply and private transfers to them may be reduced. Some targeted programmes have been known to be effective. For instance, poor workers have self-selected themselves into employment guarantee schemes like the Employment Guarantee Scheme in Maharashtra, India. But programmes targeted towards the poor could become ‘poor programmes’, political support for which may falter. Hence, targeting may be politically unsustainable in such cases.

When pruning public expenditures there is naturally an inclination to avoid cuts in public subsidies geared towards the poor. During crises, both consumption and production get hit. However, there is some controversy about the impact of targeted subsides (Cornia and Stewart 1995). Food subsidies have some degree of targeting built into them depending on which food items are subsidized and the consumption pattern of the poor. However, the costs of a targeted programme, including the costs of verification as well as administration, may be high. Cornia and Stewart (1995) consider the two errors of targeting – one of including the non-poor (\(E\)) and the other of excluding the poor (\(F\)). If the intent of the food subsidy is to improve food access for the poor, in the case of universal subsidies, \(F\) mistakes are generally low, if access to the subsidy is rationed and widely accessible. However, universal schemes involve considerable \(E\) mistakes. With low incomes the incidence of the \(E\) errors is likely to be small. Furthermore, if ‘poor people’s grains’ can be identified and the subsidy is on such grains, then an implicit subsidy to the poor exists with further reduction in \(E\) errors. The broader the definition of the target group, the lower the incidence of \(E\) errors.

Universal schemes save on verification and monitoring costs but err because they include the non-poor. A move from a universal to a targeted scheme could
lead to a major increase in $F$ errors, while reducing $E$ errors. In Sri Lanka, the value of this subsidy has actually fallen over time, indicating lower political support for a targeted as opposed to a universal subsidy programme. Since the political clout of the poor does not rise during a crisis, it might be worth designing a more defensible intervention that is universal but focused on food items consumed in disproportionately large amounts by the poor.

Thus, a good public expenditure design would incorporate elements of both universal as well as targeted programmes with the optimal combination depending on a number of factors, including characteristics of the poor – Can the poor be easily identified? How many poor are there and why are they poor? – and on country-specific and context-specific circumstances. There needs to be broad political consensus to protect the most important elements of this programme in case of a general reduction in public expenditure mandated by a structural adjustment programme.

**Broader issues in subsidy reform**

There are many issues in subsidy reform that go beyond their impact effect on the poor, for example, general equilibrium effects with both efficiency and equity implications. A comprehensive study of such implications is beyond the scope of this chapter and only a few illustrative examples are provided. In the case of the food subsidy in India, the base from which this subsidy is calculated is inflated because of the high procurement prices paid to farmers – mostly from the richer states of Andhra Pradesh, Haryana and Punjab. Since 2001, this subsidy has discriminated between consumers above and below the poverty line, but verification and administrative costs have been high and targeting has been poor, with only 3.7 per cent of the food subsidy actually going to those below the poverty line (Panagariya 2002).

A production subsidy – for example, the fertilizer subsidy in India – has other problems. In the interest of establishing a domestic fertilizer industry – behind high tariff walls – the government provides support through a retention price mechanism assuring fertilizer plants a minimum guaranteed rate of return on their cost and eliminating all incentive to minimize costs. A subsidy is added to lower the price paid by farmers, making them a captive market for these inefficient fertilizer plants. Ghosh (2003) shows that in India small farmers are inclined towards fertilizer use and that the fertilizer subsidy does not appear to be unduly regressive.

However, in Africa there is an urgent need to increase phosphorus use in an area covering about 530 million hectares. Africa also needs a combination of inorganic fertilizer, biological fixation technologies, biomass transfer of organic matter into fields and animal manure/compost. However, fertilizer use has been hampered by sharp rises in price following adjustment programmes.

A pro-poor policy approach in such cases would combine macroeconomic stabilization, thereby obviating the need to cut subsidies drastically, with more market/regulatory related reforms such as reduction in export taxes, which limit the access of many African farmers to the international market, a better distribution network for fertilizers – preferably through the private sector – and rationalization of the subsidy structure to ensure that the fertilizer mix suits soil conditions.
A distinction needs to be drawn between policies towards the alleviation of chronic as opposed to temporary (rises in) poverty following a programme of structural adjustment, although with hysteresis effects such temporary rises in poverty could become chronic. Social funds have often been the preferred policy response to the problem of short-run increases in poverty. They are social safety nets designed to mitigate the impact on the poor of structural adjustment, premature financial liberalization and unguided globalization and are used for short-term purposes to address employment, infrastructure and community development, social services and decentralization. Social funds involve lower transactions costs, and greater accountability, flexibility and transparency than regular public sector antipoverty programmes; they are demand-driven and since they directly provide services to target populations – the most deprived – they could aid in the decentralization process. Cornia and Reddy (2004) show that allocations under social funds are inadequate, unpredictable, and not well targeted and that allotments often come at the expense of longer-standing antipoverty programmes. Furthermore, since social funds provide short-term relief, they fail to build institutional capacity for sustained poverty reduction.

**Stabilization funds**

Given the uncertainty in the revenue response of tax reforms, a case can be made for creating a fund that might help to maintain public expenditure in key areas at reasonable levels without running high public debt. Some countries, particularly those that are dependent on revenues from resource exports, have established stabilization funds. This type of fund is augmented during periods of resource price booms and accumulated funds are used for stabilizing state spending during years of recession or unfavourable conditions for resource exports. Table 2.4 summarizes the principal characteristics of stabilization funds in the two developing countries where they have been successful.

Stabilization funds have helped Chile to smooth out the fluctuations in public expenditure following changes in copper prices. Venezuela’s fund has helped to stabilize state finances. However, those developing countries that have been able to successfully create such stabilization funds are the ones with large endowments of one or more natural resource for which there is substantial demand in international markets during normal times – for example, copper in Chile and petroleum in Venezuela. For most developing countries, stabilization funds are out of reach. Nevertheless, some earmarking of budgetary surpluses, as they occur, as well as international donations can help create stabilization funds that could arrest the slide in pro-poor public expenditures during downturns.

**Pro-poor institutional reform of fiscal policy**

A growing body of literature has recently argued that the institutional context within which fiscal policy is made could be reformed to make such policy pro-poor. Brautigam (2004) cites several examples of such pro-poor budgeting, which essentially involves three components: (i) participation; (ii) transparency; and (iii) accountability. These principles have been included as core elements of Ethiopia’s Poverty Reduction Strategy Programme and in some other cases in successful gender budgeting in nearly 40 countries worldwide. There is evidence to
suggest that pro-poor budgeting has helped improve outcomes for the poor in many of these countries during normal times as well as in responding to macroeconomic downturns.

Towards a pro-poor deficit finance policy for developing countries

During a downturn are there automatic stabilizers at work that can mitigate its effects? As the economy slides into a recession, incomes fall, hence collected taxes fall, imports fall, and therefore import duties fall. As unemployment rises, payment of unemployment benefits rise. Subsequently, the fiscal deficit starts to rise; during a boom the reverse process takes place.
Discretionary fiscal policy and structural changes – for example, demographic changes – in the economy also affect fiscal balances. Typically, these are long-term changes that do not concern us when discussing stabilization policy. The sensitivity of the fiscal balance to the economic cycle depends upon:

- the size of the government sector – the larger the revenue–GDP and expenditure–GDP ratios, the more sensitive the fiscal balance will be to fluctuations in GDP;
- the progressivity of taxes and the generosity of unemployment benefits – the more progressive the rate structure of the tax, the more sensitive it will be to fluctuations in income; and
- the tax structure – the larger the share of progressive or cycle-sensitive taxes in total revenue, the more sensitive total tax revenue will be. In developed countries the role of automatic stabilizers is very important but far less important in developing countries because the revenue–GDP and expenditure–GDP ratios are far smaller and the share of income-elastic taxes is small.

An excess of public expenditure can be financed in four ways: (i) printing money; (ii) running down foreign exchange reserves; (iii) borrowing abroad; and (iv) borrowing domestically. However, these measures could lead to potentially serious problems. Printing money can lead to high inflation and the rise in prices of essential commodities can be regressive and raise poverty. Drawing upon foreign exchange reserves excessively can lead to a balance-of-payments crisis and, due to contagion effects, to a full-blown currency crisis. The policy of borrowing abroad excessively – either by the public sector (Brazil) or by the private sector (Thailand) – can lead to currency crises. In such cases, financing the deficit can be worse than the deficit itself. Internal borrowings can lead to pressures on interest rates. Most developing countries use a combination of these measures and rely significantly on non-bond (monetary) financing of the deficit, which compromises the independence of monetary from fiscal policy.

Thus, cutting spending or increasing revenue through additional and/or more streamlined taxation remain the most important methods to reduce the deficit. The conceptually correct way to choose between the two is to compare the marginal cost of raising a dollar of revenue with the marginal benefit of expenditure. From the viewpoint of designing a pro-poor stabilization policy these gains/losses should be distributionally weighted, with gains/losses to consumers at the lower end of the income distribution being given greater weight than those for consumers at the upper end of the income distribution. The specification of these weights depends upon the welfare function used; for example, we could multiply gains/losses to different income classes by the reciprocals of their incomes. Whereas income/consumption for different income groups typically exist in practice, there might be problems in obtaining reliable estimates for either the cost of mobilizing extra tax revenue or the benefit of marginal public spending, especially if these have to be weighted to reflect distributional concerns.
Which route – increasing taxation or lowering public expenditure – is to be given greater weight in a programme of adjustment could depend upon initial conditions and thus vary across countries. With a low tax–GDP ratio India should raise more tax revenue, but with a low expenditure–GDP ratio it needs to switch rather than reduce public expenditure. Chile, on the other hand, already has a high tax–GDP ratio as well as a high expenditure–GDP ratio and adjustments should concentrate on the expenditure side. This recommendation is at variance with the findings in World Bank (1992), which makes the case for generalized expenditure cuts unless, for political or other reasons, public expenditures are inflexible in the downward direction.

All arguments to cut public expenditure or raise taxes to reduce the budget deficit must recognize that both are endogenous to GDP. Thus, if GDP declines during a recession, tax revenue would go down. The response of tax revenues to base changes is often measured through measures such as tax buoyancy and tax elasticity. Elasticity of a tax system is defined as $e$, where:

$$e = \frac{\text{Percentage change in tax revenue (with unchanged tax system)}}{\text{Percentage change in tax base (GDP)}}$$

Whereas tax buoyancy is defined as:

$$\theta = \frac{\text{Percentage change in tax revenue}}{\text{Percentage change in tax base}}$$

The only difference between the two is that tax elasticity is computed without any change in the tax structure. Both are computed in real terms (Haughton 1998) and both use GDP as the tax base. For 1999–2000, Muganyizi (2002) computes the buoyancy and elasticity of Tanzanian tax revenues to be 1.1 and 0.7 respectively.

Teera (2002) estimates tax buoyancy for a number of developing countries during the period 1975–1998 to be quite high (see Table 2.5). The unweighted average of tax buoyancy for the 40 countries is 1.045.

Although parallel concepts could be defined for public expenditure, the pertinent point is that during an adjustment-induced downturn in most cases public expenditures would be reduced only marginally, whereas with high tax buoyancy and elasticity tax revenues could fall substantially. Hence, the net impact effect of this adjustment policy could be to raise the fiscal deficit. The revival in public finances would depend largely upon the rise in tax revenue as a consequence of any subsequent economic growth. This partly explains the inadequate performance of International Monetary Fund (IMF) adjustment programmes in reducing the fiscal deficit over a reasonable time horizon, and the persistence of fiscal stress in many countries with such programmes.

The stance of discretionary fiscal policy depends upon the targeted fiscal deficit. Some IMF economists have argued that a general rule of thumb for determining the optimal fiscal deficit should be that the gross fiscal deficit is sustainable in the medium term – say, 10 to 15 years. However, tests for sustainability usually treat
the rate of economic growth and, sometimes, the rate of interest paid on the debt as exogenous. A current macroeconomic adjustment by reducing the short-run rate of economic growth may lower the \textit{ex post} tax revenue and chances of fiscal adjustment. However, deficit reduction should not become an end in itself – even if we discount the effects of such adjustments on the poor. Adam and Bevan (2001) argue that if the intention is to minimize the impact of the fiscal deficit on growth, deficit reduction is useful only up to a limit – 1.5 per cent of GDP – with further reductions actually hurting growth.

The optimal size of the budget deficit, particularly from the vantage point of the poor in developing countries, depends upon factors such as the levels of internal and external debt and the level and future path of the current account deficit since these will determine how the fiscal deficit spills over onto the external account. With high monetization, further deficits will add to inflation. The overall policy regime is also a key determinant. Under an open capital account, the appropriate level of sustainable fiscal deficit and of sustainable government debt should be significantly reduced. A lower long-run fiscal deficit will help to avoid frequent and large fiscal adjustments as capital flows turn around and reduce risk of capital outflows. A large fiscal deficit and high government debt will make the country more vulnerable to shifts in market sentiment, increase the risk premium that accompanies high levels of debt and increase contingent liabilities. The government may carry hidden liabilities, for example, guaranteed borrowing by state-owned enterprises. Capital inflows are generally associated with sharp increases in domestic credit. Sudden outflow of funds can affect the health of the financial institutions and government support will be necessary, for instance, as was the case during the Asian financial crisis. Developing countries should, in principle, be wary of lifting capital controls too soon and certainly not before banking and financial sector

\begin{center}
\textbf{Table 2.5} Tax buoyancy in select low-income countries, 1975–1998
\end{center}

<table>
<thead>
<tr>
<th>Country</th>
<th>(\varepsilon)</th>
<th>Country</th>
<th>(\varepsilon)</th>
<th>Country</th>
<th>(\varepsilon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangladesh</td>
<td>2.26</td>
<td>Guinea-Bissau</td>
<td>0.43</td>
<td>Nigeria</td>
<td>0.15</td>
</tr>
<tr>
<td>Bhutan</td>
<td>1.61</td>
<td>Haiti</td>
<td>0.94</td>
<td>Pakistan</td>
<td>1.16</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>1.08</td>
<td>India</td>
<td>0.95</td>
<td>Rwanda</td>
<td>1.20</td>
</tr>
<tr>
<td>Burundi</td>
<td>1.46</td>
<td>Indonesia</td>
<td>0.99</td>
<td>Senegal</td>
<td>1.25</td>
</tr>
<tr>
<td>Cameroon</td>
<td>0.69</td>
<td>Kenya</td>
<td>1.45</td>
<td>Sierra Leone</td>
<td>0.73</td>
</tr>
<tr>
<td>Chad</td>
<td>0.48</td>
<td>Lesotho</td>
<td>1.95</td>
<td>Solomon Islands</td>
<td>1.38</td>
</tr>
<tr>
<td>Comoros</td>
<td>0.33</td>
<td>Liberia</td>
<td>1.22</td>
<td>Togo</td>
<td>0.91</td>
</tr>
<tr>
<td>Congo(DRC)</td>
<td>0.52</td>
<td>Madagascar</td>
<td>0.56</td>
<td>Uganda</td>
<td>0.72</td>
</tr>
<tr>
<td>Congo</td>
<td>0.23</td>
<td>Malawi</td>
<td>1.48</td>
<td>Viet Nam</td>
<td>0.67</td>
</tr>
<tr>
<td>Côte d’Ivoire</td>
<td>0.98</td>
<td>Mali</td>
<td>1.47</td>
<td>Yemen</td>
<td>1.45</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>0.18</td>
<td>Mauritania</td>
<td>1.07</td>
<td>Zambia</td>
<td>0.59</td>
</tr>
<tr>
<td>Gambia</td>
<td>1.55</td>
<td>Myanmar</td>
<td>0.55</td>
<td>Zimbabwe</td>
<td>1.612</td>
</tr>
<tr>
<td>Ghana</td>
<td>0.96</td>
<td>Nepal</td>
<td>1.76</td>
<td>Unweighted average</td>
<td>1.045</td>
</tr>
<tr>
<td>Guinea</td>
<td>0.82</td>
<td>Nicaragua</td>
<td>1.99</td>
<td>for these countries</td>
<td></td>
</tr>
</tbody>
</table>

\textit{Note:} DRC = The Democratic Republic of the Congo.

reforms have been put firmly in place. Those that have even partially lifted capital controls should consider re-imposing capital controls.

During the period of reduction of the fiscal deficit, the path followed by adjustment can be made pro-poor. Lustig (2002) views this adjustment as having three essential components: (i) avoiding excessive adjustment (overkill); (ii) avoiding postponing adjustment (underkill); and (iii) protection, to the extent of programmes benefiting the poor. Excessive adjustment can lead to or prolong a sharp recession. If there are hysteresis effects in this recession the downturn may last for an unnecessarily long period and cause substantial loss of output. However, neither inadequate adjustment nor postponing adjustment are options – particularly in these days of contagion effects. If markets perceive that there is an inadequate response to financial sector weakness, or fiscal or current account deficits, there will be strong repercussions and what was a situation merely requiring adjustment may degenerate into a crisis.

However, within these two limits there is room for a pro-poor response to the crisis, although this is complicated by the fact that different types of poor – for example, the rural poor versus the urban poor – may be affected differently by crisis. Lustig (2002) advocates, at the margin, the general approach of development of safety nets for the poor – as opposed to sector-specific approaches – especially since some of the spending targeted to the poor is distinctly pro-cyclical. Non-governmental organizations and international donors should be involved in deciding the design of safety nets and supplementing funds for these safety nets. Expenditure reduction should be prioritized so that those with the greatest relevance to the poor are cut last and the least. The cost of safety nets need not be large. The Mexican programme Progresa targets a whole range of development indicators and benefits about two million households, but costs only 0.2 per cent of Mexican GDP and one per cent of the total federal budget.

Had Progresa existed when the 1995 crisis hit Mexico, the rural poverty gap and the square poverty gap ... would have declined by 17 percent and 25 percent respectively, in the year after the crisis. (Lustig 2002: 17)

Maintaining Nicaragua’s social safety net programme, even with the least rationalization of existing taxes and expenditure programmes, would have raised the fiscal deficit by only about 2 per cent (Arcia 2002).

This leads to the broader point that contingency plans for addressing a crisis must be instituted before any crisis takes place and not improvised in an ad hoc manner during a crisis. For this, one needs a data base on consumption patterns of the poor and a structure of programmes that are of greatest benefits to them – these would include targeted human development programmes and workfare or public works programmes – and contingency plans for funding of the most effective programmes or subsidies, either through budgetary switching or through contributions from international donor agencies. Since the crowding-out effect of public investment on private investment is aggravated by lack of financial depth, such deepening should occur during normal times.
Conclusion

Macroeconomic adjustment in developing countries has strong distributional consequences, particularly for the poor. Such adjustment, while effecting a revival in macroeconomic parameters, may have hysteresis effects such that the attendant rise in poverty may become chronic. Furthermore, there is a risk that if this rise in poverty is long enough or the benefits of any ensuing revival do not sufficiently favour the poor, a reform programme for economic revival may lose the support of the poor and become unviable. Thus, from both an efficiency point of view – maintaining political support for an economic reform programme promising rapid economic growth – and an equity viewpoint – shielding the poor from the worst effects of a downturn – it is important to append a pro-poor fiscal policy to an economic stabilization programme.

This chapter outlines the basic contours of such a strategy. It argues that although the fiscal deficit in many developing countries appears to be unsustainable, a policy package involving tax and expenditure reforms when the economy is not in crisis can help to reduce the risk from high fiscal deficits. Furthermore, such tax and expenditure reforms can also be finetuned to help the poor. This chapter also discusses measures to shield the poor in anticipation of a downturn and the contours of a pro-poor fiscal adjustment once this becomes necessary.

Given the wide heterogeneity among developing countries, the conclusion is that policy prescriptions are both context- and country-specific.

Notes

1 I am grateful to Giovanni Andrea Cornia for helpful comments on earlier versions of this chapter and to Anurag Sharma for research assistance. Helpful comments from the Milan conference participants are also acknowledged. All opinions and any errors are mine alone.
2 Lustig (2002) argues that the effects of inflation are asymmetric across groups of poor. Market-integrated groups are adversely affected, but non-market groups are not. Bruno and Easterley (1995) argue that the link between growth and inflation is fragile, however inflation crises are associated with low growth.
3 See Demery (2002). Younger (2003) argues that the standard method gives a good first-order approximation to the marginal approach in most, but not all, cases.
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Can Monetary Approaches to Stabilization Be Pro-Poor?
Sheetal K. Chand

Introduction
Developing countries are frequently exposed to shocks that generate balance-of-payments problems, trigger bouts of inflation and disrupt incomes. These can cause the poverty ratio to rise, which is often further aggravated by inappropriate stabilization policies. A case in point is Indonesia, whose headcount ratio, i.e. the proportion of the population falling below the national poverty line, jumped from eight to 19 percentage points during the recent East Asian crisis. Another example is Mexico, for whom the poverty ratio rose from 15 to 21 percentage points at the time of its 1994/5 currency crisis. Similar episodes are to be found in many other countries.

Even though reversals in the poverty ratio may eventually occur, the experience is painful. It would therefore be helpful if solutions could be found that would dampen fluctuations in the poverty ratio. Surprisingly, despite the effort devoted by the international financial institutions to ameliorating the incidence of poverty in developing countries, there has been little attempt to integrate that objective analytically in the stabilization programmes that they support. Most adjustment strategies are worked out in the context of IMF programmes, which are based on monetarist underpinnings, but the issue of how to control macroeconomic-induced jumps in the poverty ratio does not feature prominently in these programmes.

This chapter examines how a poverty ratio objective can be introduced into macroeconomic models, and especially monetarist models of stabilization. Having the poverty ratio as an explicit policy objective in a stabilization framework is important because it helps identify possible trade-offs with other stabilization objectives such as the balance of payments. This has at least two advantages. First, it places a potential brake on excessively ambitious balance of payments and other targets that may generate unnecessary increases in the poverty ratio. Secondly, for example where an ambitious balance-of-payments target is unavoidable, a signal is provided of how adverse the poverty implications are likely to be. This is important since it generates the basis for a better-founded appeal for international assistance: a country may eschew the conventional approach to stabilization if the
poverty consequences are dire unless adequate international assistance is available, while the international community has to decide how strongly to support the conventional approach.

The plan here is as follows: In the next section, a poverty ratio-based indicator is derived that is suitable for macroeconomic applications. Then, it is applied to Polak’s (1957) version of the IMF’s monetary model, and the trade-offs that emerge with respect to its stabilization objectives are examined. A key finding is that the more ambitious the balance-of-payments target, the worse the poverty ratio outcome. However, applying the indicator to the financial programming variant of the IMF’s monetary model that is widely used in its operations does not result in any trade-offs. This is also the case with a recently proposed Bank–Fund hybrid model. Such outcomes are attributed to the simplifying assumptions employed in the variants, which will need to be removed if these approaches are to be useful in addressing macroeconomic-induced fluctuations in the poverty ratio. The chapter then reviews some evidence that IMF-supported programmes often result in balance-of-payments over-kill, which could worsen the poverty ratio. It is argued that the monetarist underpinnings of the stabilization framework, which enjoins a tight causal link between credit creation and expenditure, could generate this outcome if expenditure falls by more than the link provides. The concluding section of the chapter examines the scope for overcoming this limitation of monetarism, which is needed to impart a pro-poor orientation to monetary approaches to stabilization. Finally, there are some concluding observations.

**A poverty measure for macroeconomic analysis**

Shocks and adjustment measures influence the poverty ratio through several channels such as jobs, wages, earnings, prices for essentials, taxes, debt interest payments, and the availability of in-kind budgetary and other benefits (see, for instance, Chapters 13 and 14). If we had detailed information on how the factors impact at the individual level, the change in the poverty ratio could be established from simple aggregation. Since we would also know who is being impacted, interventions can be tailored to individual needs. But such detailed information is not usually available, and approximations have to be employed.

The individual impacts that carry through to the headcount ratio can be classified into three categories: (i) those that affect the overall growth in incomes; (ii) those that involve changes in the relative distribution of incomes; and (iii) those that concern the poverty line. Knowing how these factors impact will help explain changes in the overall headcount ratio, and of particular interest is the extent to which they are attributable to common macro forces. An indicator is needed to capture such effects. The formulation here is based on the headcount ratio \( H \) and its underlying determinants.

**The headcount ratio**

In its income version this ratio indicates the proportion of individuals whose incomes fall below a designated poverty line \( z \). This threshold is determined by the
cost of a minimal consumption basket, which for developing countries is dominated by food staples.\(^4\)

Formally, the headcount or poverty ratio is defined as

\[
H = \frac{N_p}{N}
\] (3.1)

where \(N_p\) represents the number of individuals whose incomes fall below the poverty line \(z\), and \(N\) is the total number of persons.

The issue of how to incorporate the headcount ratio in a macroeconomic analysis is not trivial. One approach would be to treat the headcount ratio analogous to the unemployment ratio. If there is a robust empirical relationship, say, similar to Okun’s well-known link between the rate of economic growth and the unemployment ratio that also applied to the poverty ratio, the treatment would be straightforward.\(^5\)

However, the several attempts that have been made to estimate empirical relationships between changes in the headcount ratio and real output growth have been unsatisfactory. As is explained later in this section this may be due to an omitted variable and nonlinear specification biases. An alternative to the heuristic approach is to employ the threefold classification set out above and to focus on underlying determinants such as income fluctuations and changes in the valuation of the poverty line.

**Classifying sources of change in the headcount ratio**

Suppose the \(N\) individuals in the economy can be arranged in ascending order of nominal income \(x\). Let incomes be distributed according to some continuous density function \(f(x)\). Its cumulative density function \(F(z)\) denotes the proportion of the population whose income does not exceed the value of the poverty line \(z\)

\[
F(z) = \int_0^z f(x)dx
\] (3.2)

The headcount ratio defined in (3.1) can also be stated as

\[
H = \frac{N_p}{N} = \frac{F(z)}{N} = \int_0^N f(x)dx
\] (3.3)

Drawing on the earlier threefold classification, note that shifts in the headcount ratio can result from movements in the valuation \(z\) of the commodity basket that defines the poverty line, changes in the absolute levels of incomes and shifts in the relative distribution of incomes. On normalizing incomes \(x\) and the poverty line \(z\) by mean income \(\mu\), the following identity can be set up to explain the change in the headcount ratio.\(^6\)
\[ \Delta H = F_t(z_{1t}) - F_t(z_{1t-1}) \]

\[ = \left[ F_t(z_{1t}) - F_t(z_{1t-1}) \right] + \left[ F_t(z_{\mu t}) - F_t(z_{\mu t-1}) \right] + \left[ F_t(z_{\mu t}) - F_t(z_{\mu t-1}) \right] \]

(3.4)

The superscript\(^1\) in the above equation refers to a subsequent time period. The first term in square brackets indicates the effect of a change in the cost \(z\) of the basket that defines the poverty line – an increase implies a higher poverty ratio; the second term represents the effect of a change in mean income – an increase shifts the distribution further to the right of the (normalized) poverty line, thereby reducing the headcount ratio; and the last term focuses on changes in the relative income distribution or the \(F\) function – a worsening causing a higher poverty ratio.

In general, all of the preceding three effects can be operative. Mean income is affected by macroeconomic forces that influence income growth. The cost of the basket defining the poverty line could reflect a variety of factors, including macroeconomic ones that impact on the prices of food staples. Distributional effects can also be generated by macro developments. Since people can and do react to such changes, establishing the full effects can be quite complex. For example, an exchange rate depreciation could result in those whose consumption baskets are more import-intensive suffering proportionately more than others. If they now become poor the poverty ratio will rise, but they may decide to change their consumption pattern and avoid becoming poor. Comprehensive modelling such as that involved in dynamic computable general equilibrium models is needed to establish the extended effects.

Since identifying each of the various sources of change in the poverty ratio can be difficult, simplifying hypotheses are employed. A frequently used hypothesis is to abstract from distributional and poverty line effects and relate fluctuations in the headcount ratio solely to real per capita income growth.\(^7\) This hypothesis implies that if real per capita income growth is negative the headcount ratio will rise. But this is valid only if we rule out possible offsetting effects from a lowering in the costs of the poverty line basket or favourable changes in the distribution of income. Since the hypothesis has not performed well empirically, it would seem best to follow the threefold division between poverty line, income, and distributional effects and seek a compact formulation to represent them.

In principle, the first two effects on the poverty ratio indicated in (3.4) should be relatively easy to establish, but determining the third factor concerning distributional effects is more difficult. It would be facilitated if the income distribution can be represented by a well-defined functional form such as Pareto or log-normal that relies on only a few parameters and whose evolution over time is somehow known. Otherwise it might be necessary as a first approximation to assume that distributional effects are neutral as suggested by Bourguignon et al. (2002).\(^8\)

**Poverty line, and mean income i.e. ‘net income’ effects**

To derive an analytical expression for the change in the poverty ratio as a result of the first two effects in (3.4), which we label ‘net income’ effects, consider the
underlying income distribution’s Lorenz curve. The mean income of the poor is

\[ X(H) \int_{0}^{z} x f(x) dx \quad (3.5) \]

Expressing this subtotal as a proportion of the population’s mean income \( \mu \) generates the Lorenz curve for the distribution

\[ L(H) = \frac{\int_{0}^{z} x f(x) dx}{\mu}, \quad L(0) = 0, L(1) = 1 \quad (3.6) \]

The first derivative of \( L(H) \) is found on applying the chain rule to (3.6) and (3.3).9

\[ L'(H) = \frac{dL}{dH} \frac{dz}{dH} = \frac{z}{\mu} \quad (3.7) \]

On differentiating (3.7) the second derivative results

\[ L'(H) = \frac{1}{\mu f(z)} > 0 \quad (3.8) \]

The expression in (3.7) indicates that when the proportion of the poor increases, the share of income accruing to the poor also increases and equals the ratio of the poverty line to mean income.

To find how the headcount ratio varies when both mean income and the poverty line are varying, totally differentiate the logarithm of equation (3.7) with respect to time. This yields, after some arrangement, the following convenient representation for the rate of change in the headcount ratio

\[ \dot{H} \frac{H}{\dot{H}} = \eta_{H,z} \left[ \frac{\dot{z}}{z} - \frac{\mu}{\mu} \right] \quad (3.9) \]

where the dot over a variable refers to its time derivative. According to (3.9), the headcount ratio rises with the poverty line, but falls when the nominal income growth rate increases, with the strength of the relationship depending on the elasticity of the headcount ratio with respect to the poverty line

\[ \eta_{H,z} = \frac{\partial H}{\partial z} \frac{z}{H} = z f(z) > 0, \quad \eta_{H,z} = \infty : H = 0 \]

This elasticity is not constant but varies inversely with the size of the headcount ratio, exhibiting high values when \( H \) is low and vice-versa.

**Distributional effects**

The effects of changes in income distribution on the headcount ratio can be readily found if the form of the income distribution is known and can be summarized...
by a few parameters. For example, the Pareto income distribution, as is shown in Appendix A3.1, enables an especially convenient parametric representation of the effects of distributional changes on \( H \). The distributional effects modify the net income effects additively.

\[
\frac{\dot{H}}{H} = \eta_{H,z} \left[ \frac{\dot{\bar{Z}}}{\bar{Z}} - \frac{\dot{\mu}}{\mu} + \ln \left( \frac{b}{Z/a} \right) \right] \quad (3.10)
\]

An increase in the parameter \( a \) indicates a worsening income distribution that raises the headcount ratio. Here \( b \) is a parameter that indicates the lower bound of the distribution, which can be interpreted as representing subsistence income (see Appendix A3.1). If the poverty line is set at this level, distributional effects disappear from the relationship. For very poor countries, whose poverty line is close to the subsistence level, net income rather than distribution effects may account for much of the change in the headcount ratio.

**Attending to the poverty line**

Both the poverty lines for the very poor, usually defined by reference to a commodity basket yielding some minimum calorie level, and for the less poor, where the basket is supplemented with other essential needs, are likely to behave differently from the overall GDP deflator. This is because of the different commodity compositions and weights that enter in the respective definitions. The prices entering the poverty line will also be affected by subsidies, which could further reduce the correlation between movements in the aggregate price indices and the poverty line.\(^{10}\) It is therefore not generally valid to assume that these two are identical, as is done (implicitly) when the poverty growth equation is specified in real terms from the outset. To see this add and subtract the rate of change in the GDP deflator \( \pi \) from the poverty line and income variables in equation (3.9).

\[
\frac{\dot{H}}{H} = \eta_{H,z} \left( \frac{\dot{\bar{Z}}}{\bar{Z}} - \pi - \frac{\dot{\mu}}{\mu} + \pi \right) \quad (3.11)
\]

The expression in parenthesis reduces to the real rate of income growth only when the \( \pi \) and \( z \) deflators are identical

\[
\frac{\dot{H}}{H} = - \eta_{H,z} \left( \frac{\dot{\mu}}{\mu} - \pi \right) \quad (3.12)
\]

Equation (3.12) is usually estimated in linear form with fixed intercept and slope coefficients (see, for example, World Bank 2000).\(^{11}\) However, as the derivation of (3.9) demonstrates, such a specification is not likely to be valid. First, there is a misspecification from imposing a fixed coefficient in place of the nonlinear elasticity \( \eta \). Second, there is an omitted variable problem from ignoring differences between changes in the valuation of the poverty line and those of the GDP.
deflator. Failure to take these aspects into account would seem to account for the poor empirical results obtained.

Equation (3.12) indicates that the poverty ratio could be stabilized when \((\bar{r} - \pi) = 0\), i.e. real per capita income growth is kept equal to zero. In a typical shock cum stabilization episode this could be difficult to ensure as real per capita income growth could be negative. However, according to (3.11) there is an added degree of freedom involving the term \((\bar{z} - \pi)\). Changing the valuation of the poverty line, for example by manipulating food prices, could be a potentially important instrument for influencing the aggregate poverty outcome.

Incorporating the poverty indicator in IMF monetary model variants

The poverty indicator (3.9), together with any extensions to include distributional effects in (3.10), is now in a form that can be embedded in a macroeconomic model. It will be incorporated here in two variants of the IMF monetary model, referred to respectively as the Polak model and the financial programming or ‘basic’ version. The section concludes with an examination of a recent IMF–World Bank hybrid model – the so-called 123PSRP model.

The Polak version of the IMF’s monetary model

The official claimant to this title is the model associated with Polak (1957, 1998). Its remarkable longevity, it is now some fifty years old, testifies to the power of its basic insight. While the Polak model provides the conceptual underpinnings, the IMF staff employs a simpler version for daily use – the so-called financial programming approach (see IMF 1987, 2004b; and Chand 1989). The latter version also underlies the 123PSRP framework that is discussed below.

The underlying rationale of the two variants is that a balance-of-payments deficit (specifically the current account) results from residents spending more than their income. This can only persist if they have access to financing, and both versions require that access to financing be curtailed in order to bring the balance of payments under control. In keeping with typical country circumstances they assign a key role to domestic bank credit as the principal source of financing. Specific formulas are then derived for calculating the rates of domestic credit expansion that are consistent with designated balance-of-payments targets.

The Polak model extends the classical quantity theory of money to the open economy. There are two endogenous variables – GDP and the balance of payments – but only one instrument to address them both, namely the rate of credit expansion, the implications of which are noted subsequently.

The model is predicated on a stable demand for money function, with the economy in equilibrium when money supply growth equals the rate of growth in the demand for money. There are two sources of monetary creation – domestic bank credit and the monetization of foreign exchange inflows. Given the demand for money, restraining the domestic source component of the money supply forces an increase in the external source component so as to meet money demand. This
induces an improvement in international reserve holdings, which explains the IMF’s preferred strategy for relying on domestic credit control to improve the external accounts. In the Polak model, domestic money supply restraint reduces the growth in income, which leads to import compression.12 This improves the balance of payments and provides the external, offsetting, source for cash replenishment.

Formally, the model comprises the following equations (Polak, 1998):

\[ Mo = \frac{1}{\nu} Y \]  

(3.13)

\[ M = mY \]  

(3.14)

\[ \Delta Mo = \Delta D + B \]  

(3.15)

\[ B = X - M + K \]  

(3.16)

where \( Mo \) is the Money stock, \( \nu \) the velocity of circulation of money, \( M \) is imports, \( m \) is the propensity to import, \( B \) is the local currency value of the change in international reserve holdings, identified with the balance of payments, \( D \) is the stock of net domestic assets of the banking system, \( X \) represents exports, \( K \) denotes net capital inflow, and \( \Delta \) is the first difference operator. The model refers to an interval in time \( t \), with all variables in nominal local currency values unless otherwise specified.

Equation (3.13) is a demand for money function; equation (3.14) is an import function; equation (3.15) is an identity relating money supply to two sources of monetary expansion, domestic and external; and equation (3.16) defines the balance of payments. Net capital inflows and exports are exogenously determined, as are the parameters \( \nu \) and \( m \). To simplify the exposition Polak assumes constant parameter values, which will also be assumed here. Exchange rate adjustments in the model are treated as exogenous, with their effects captured in the values inserted for exports, capital inflows, and the import coefficient.

The solutions of interest are obtained on equating the incremental flow supply of money given in (3.15) to its incremental demand, which on taking first differences of (3.13) yields

\[ \frac{1}{\nu} \Delta Y = B + \Delta D \]  

(3.17)

To solve for nominal income, apply in (3.17) the definition of \( B \) from (3.16), the import demand function (3.14), and use the property \( Y = \Delta Y + Y_{-1} \). All variables on the right-hand side (RHS) of the resulting equation are stated here as growth rates of the domestic money stock so as to bring out explicitly their roles in the money supply process.

\[ \frac{\Delta Y}{Y_{-1}} = \frac{1}{1 + mn}\left[ \left( \frac{\Delta (K + X)}{M_{-1}} \right) + \left( \frac{B_{-1}}{M_{-1}} \right) \right] + \frac{1}{1 + mn}\left( \frac{\Delta D}{M_{-1}} \right) \]  

(3.18)
The rate of growth in nominal GDP is a function of two components: an exogenous component shown as the first bracketed term, and the domestic bank credit control variable, which is the last term. The exogenous component comprises changes in net capital inflows and export earnings. It is readily seen from equation (3.18) that net increases in foreign exchange inflows, whether from net capital inflows or exports, stimulate GDP growth, as do increases in domestic bank credit. However, a higher import propensity \( m \) reduces it.

To obtain a solution for the balance of payments apply (3.18) to (3.17)

\[
\frac{B}{M_{o-1}} = \frac{1}{1 + mv} \left( \frac{\Delta(K + X)}{M_{o-1}} + \frac{B_{-1}}{M_{o-1}} \right) - \frac{mv}{1 + mv} \left( \frac{\Delta D}{M_{o-1}} \right)
\]

(3.19)

Increases in net capital inflows and exports improve the balance of payments, while more domestic bank credit worsens it.

Specifying a balance of payments target \( B^* \), the amount of domestic credit expansion that will ensure the target is found from (3.19) as

\[
\frac{\Delta D}{M_{o-1}} = \frac{1}{mv} \left[ \frac{\Delta(K + X) + B_{-1}}{M_{o-1}} \right] - \frac{1 + mv}{1 + mv} \left( \frac{B^*}{M_{o-1}} \right)
\]

(3.20)

Here a tilde \( \tilde{\cdot} \) indicates a solution value. The domestic bank credit solution depends positively on the expected change in exports and net capital inflows, and negatively on the balance-of-payments target.

Suppose the solution for the credit instrument stated in (3.20) is implemented for a given bop target. Inserting that solution into (3.18) shows what nominal income growth will be for the assumed values of the exogenous and target variables.

\[
\frac{\Delta \tilde{Y}}{Y_{-1}} = \frac{1}{mv} \left( \frac{\Delta(K + X)}{M_{o-1}} \right) - \frac{1}{mv} \left( \frac{\Delta B^*}{M_{o-1}} \right)
\]

(3.21)

According to equation (3.21), the more ambitious the balance-of-payments target the smaller is the implied growth in nominal GNP. This is because the domestic allocation of credit has to be curtailed further, which reduces the growth in income and hence imports causing the balance of payments to improve.

The solution obtained for nominal income growth can now be introduced into the formula for the change in the headcount ratio in (3.9), but since income growth in (3.9) is per capita, the population growth rate has to be subtracted from it.

\[
\frac{\Delta H}{H_{-1}} = \eta_{H,\lambda} \left( \frac{\Delta z}{Z_{-1}} + n - \frac{\Delta \tilde{Y}}{Y_{-1}} \right)
\]

(3.22)

Inserting equation (3.21)’s solution for nominal income growth into (3.22) indicates the direct nature of the dependence between changes in the headcount ratio and the balance-of-payments target.
The following proposition can now be stated:

**Proposition 1:** *In the Polak model, the more ambitious the balance-of-payments target, the greater the deterioration in the head-count ratio.*

The main instrument that the model relies upon is the rate of domestic credit expansion. If this is directed primarily at the balance-of-payments target, the system is one instrument short with respect to objectives involving the growth rate of income. Potentially, exchange rate depreciations, which frequently accompany adjustment programs, could play a role. To consider their poverty effects differentiate equation (3.23) with respect to the exchange rate \( e \). The latter could affect the poverty line, the import propensity \( m \), and the responsiveness and valuation of exports and net capital inflows.

\[
\frac{\Delta H}{H_{-1}} = \eta \Delta z + n - \frac{1}{m} \left[ \Delta (K + X) \right] + \frac{1}{m} \left[ \Delta B^* \right]
\]

(3.23)

The direct effect on the valuation of the poverty line, shown as the first term on the right-hand side, is positive given some exchange rate pass-through effect. This raises the headcount ratio. In a textbook devaluation the import propensity declines and domestic production and exports are stimulated, which would raise domestic incomes and help improve \( H \). However, valuation effects are also important, especially since the exercise is conducted in nominal terms as here. In local currency terms import propensities could rise, and if the local value of the improvement sought in the balance of payments exceeds that of the increase in exports and capital inflows (second term on the RHS), domestic incomes would decline. The net effect could be to worsen the headcount ratio. The conditions for there to be an unambiguous improvement in the headcount ratio through the use of the exchange rate instrument are thus stringent.

**The financial programming (FP) approach**

There are at least three troubling features with the Polak model, even assuming monetarist causality: first, how reliable are the solutions for \( Y \) and \( B \) and their implied time-paths; second, how should we deal with two potential targets involving \( Y \) and \( B \), when we have only one readily available credit instrument; and, third, even if interest focused solely on \( B \), restraining credit will cause \( Y \) and the associated incremental demand for money to decline, and how acceptable then is the requirement that there be an even bigger degree of credit restraint to achieve the balance-of-payments target? The FP approach (see IMF 1987, 2004b)
circumvents these potential problems by reducing the behavioural content of the model, and emphasizing instead the use of monetary identities so as to ensure consistency between the assumptions made for different components.\textsuperscript{15}

In particular, the GDP growth rate is rendered exogenous, i.e. orthogonal to the credit instrument, by making it a projected magnitude. As is noted in IMF (2004a), and using the terminology in this report, ‘Real output growth is projected, $\Delta y = \Delta \bar{y}$, the inflation target is given, $\pi = \bar{\pi}$, and velocity, $v$, is predictable, therefore money demand is predictable’. This gets rid of the insufficient instrument problem, and also the need to solve for realistic time paths of $Y$, since this is now a targeted magnitude. It also deals with the third potential problem noted above of requiring that the credit expansion solution take account of feedbacks on the solution for $Y$. Unspecified policies underlie the projected nominal GDP growth rate: the projection for real output growth in the next year or so, the usual horizon for a FP exercise, would be based on various sources such as the likely harvest, etc., while the inflation target would be set at a ‘reasonable’ level. With the incremental demand for money given in this manner, a one-to-one relationship is enjoined between the credit instrument and the balance of payments.

Working out details of the ‘permissible amount’ of credit and its phasing over time is central to IMF supported programs.\textsuperscript{16} Its division between the private sector and the government is based on out-of-model considerations as to the appropriate balance, since the models do not generate internal criteria for the distribution. In addition to the overall credit ceilings, specific ceilings are applied to public external borrowing and domestic government non-bank borrowing, the last so as to prevent crowding out of the private sector. The size of the overall government deficit can thus be effectively controlled from the financing side. This ensures that the sub-ceiling on credit to government will bite, which provides an important lever for monitoring and encouraging the agreed fiscal actions.

Using the terminology and identities from the Polak model set out earlier, the relations of the basic model underlying the FP exercise are interpretable as follows:

\begin{align*}
M_0 &= \frac{1}{v} Y \\
M &= M(\Delta D) \\
\Delta M_0 &= \Delta D + B \\
B &= K + X - M
\end{align*}

Aside from the exogeneity of $Y$, the principal difference from the Polak model is in the specification of the import function (3.14a). This must now be a function of expenditure, which in turn is influenced by the change in domestic credit, given that income is exogenously determined.\textsuperscript{17}

The incremental demand for money is determined from (3.13) as

\begin{equation}
\Delta M_0^d = \frac{\Delta Y}{Y_{-1}} M_{0-1}
\end{equation}
where the hat ‘-’ refers to a given value. To solve for the permissible amount of credit expansion (3.25) is equated to the incremental supply of money given by (3.15).

\[ \Delta \tilde{D} = \frac{\Delta \tilde{Y}}{Y_{-1}} M_{0-1} - B^* \]  

(3.26)

Equation (3.26) indicates a one-to-one relationship between the credit instrument and the balance-of-payments target. Unlike with the Polak model, where monetary equilibration occurred through \( Y \) adjusting, here the equilibration involves only the balance of payments. Reducing credit improves \( B \) directly, and since exports and net capital inflows are assumed to be exogenous, the improvement can only come about through imports contracting by the amount of credit reduction. As long as projected growth of \( Y \) is not affected then irrespective of the balance of payments target and credit instrument setting there can be no macroeconomic effect on the incidence of poverty. Equation (3.23) reduces to

\[ \frac{\Delta \tilde{H}}{H_{-1}} = \eta_{n,1} \left[ \frac{\Delta z}{Z_{-1}} + n - \frac{\Delta \tilde{Y}}{Y_{-1}} \right] \]

The following proposition can now be stated:

**Proposition 2:** Varying the balance-of-payments target in the financial programming (FP) version of the IMF’s monetary approach has no within model effect on the poverty ratio.

The FP approach pays a high price for the convenience of being able to disregard some of the consequences of having GDP endogenously determined as in Polak’s model.

**The ‘123PRSP Model’**

This is an umbrella model of recent vintage (Devarajan and Go 2002) that employs a modular design to combine several models (see also Ames et al. 2001). The ‘123’ in its title refers to its application to a single country, with two sectors (domestic and export), and three goods (exports, imports and domestic use). The acronym ‘PRSP’ denotes Poverty Reduction Strategy Paper, which refers to the model’s use in assessing the impact on poverty of macroeconomic policies formulated in connection with the poverty reduction strategy embraced by the BWIs in 1999. Its modular design is intended as a source of strength, since it confers flexibility. However, this could also be a potential source of weakness since it does not fully incorporate sub-model inter-linkages, especially feedbacks.

The scope of the model is best described by considering its sub-models and their intended use. The starting point for 123PRSP is the financial programming (FP) model of the IMF. Macroeconomic policy measures such as the degree of credit restraint are determined at this stage and then fed into two separate sub-models
that focus respectively on growth effects and on price distributional effects (relative prices, factor prices). Two alternatives are presented for the growth sub-model, a shorter-run version (up to five years) referred to as the ‘Trivariate VAR’ and a longer-run variant, labeled the ‘Get Real’ model. The price distributional sub-model is referred to as the 1-2-3 Model. The extended output and price implications of the macro adjustment measures are identified through the use of the sub-models. The findings at this stage are then linked in the last stage to household survey data on incomes and expenditures to establish who will be impacted and how adversely.

The question arises as to the purposes of the ‘Trivariate Var’ and ‘Get-Real’ components in the 123PRSP framework. The latter is intended to identify the longer-term (beyond five years) growth implications of the macroeconomic strategy contained in the FP module, and can be disregarded in a stabilization context. The ‘Trivariate Var’ component examines growth implications during the first five years of a programme, especially with respect to government expenditure. However, there is no iterative interaction specified between the sub-models that would systematically change the growth assumptions at the FP stage. Since this hybrid approach does not rectify the FP model’s core assumption that nominal GDP growth is an exogenous projection, it cannot generate a macroeconomic balance of payments–poverty trade-off function, and proposition 2 applies.

Is there overkill bias in monetarist models?

The IMF’s monetary approach as embodied in FP is widely used in developing country stabilization, so there is considerable experience available regarding its performance. A persistent finding is that of over-performance on the current account of the balance of payments (see, most recently, IMF 2004a). Since export over-performance is not usually the case, the explanation has to be one of excessive import compression. How and why does this occur? Unfortunately individual country data comparing program targets and outcomes do not appear to be readily accessible, but some insights can be obtained from partial country detail provided in Bruno (1994) and IMF (2004b).

Bruno (1994) provides a useful comparison for five eastern European countries with IMF supported programmes (see Table 3.1). The last column of Table 3.1 shows systematic over-performance on the balance of payments (current account). Data on export performance and other more detailed statistics (see Bruno 1994) indicate that this occurred primarily because of import compression. Since the economies underwent considerable external sector liberalization during this period, imports should have increased much more than was observed. The fact that they fell instead, points to the strength of contractionary effects. This is confirmed by the data in the first column of the table, which shows systematic underperformance in GDP growth.

Table 3.2 reproduces a table from IMF (2004a) on the projected and actual current account adjustment in countries such as the recent Asian crisis countries, and Argentina, Russia and Turkey. The average projected current account adjustment
Table 3.1 Eastern Europe: IMF programmes and outcomes

<table>
<thead>
<tr>
<th>Programme/actual</th>
<th>GDP (% change)</th>
<th>Consumer prices/year-end % change</th>
<th>National wage/year-end % change</th>
<th>Convertible Current account (US dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hungary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991 Program</td>
<td>−3</td>
<td>31</td>
<td>0</td>
<td>−1.2</td>
</tr>
<tr>
<td>1991 Actual</td>
<td>−8</td>
<td>32</td>
<td>20</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Poland</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990 Program</td>
<td>−5</td>
<td>94</td>
<td>0</td>
<td>−3.0</td>
</tr>
<tr>
<td>1990 Actual</td>
<td>−12</td>
<td>249</td>
<td>160</td>
<td>0.7</td>
</tr>
<tr>
<td>1991 Program</td>
<td>3</td>
<td>36</td>
<td>0</td>
<td>−2.7</td>
</tr>
<tr>
<td>1991 Actual</td>
<td>−8</td>
<td>60</td>
<td>54</td>
<td>−2.2</td>
</tr>
<tr>
<td><strong>Czechoslovakia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991 Program</td>
<td>−5</td>
<td>30</td>
<td>17</td>
<td>−2.5</td>
</tr>
<tr>
<td>1991 Actual</td>
<td>−16</td>
<td>54</td>
<td>14</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>Bulgaria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991 Program</td>
<td>−11</td>
<td>234</td>
<td>146</td>
<td>−2.0</td>
</tr>
<tr>
<td>1991 Actual</td>
<td>−23</td>
<td>339</td>
<td>142</td>
<td>−0.9</td>
</tr>
<tr>
<td><strong>Romania</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991 Program</td>
<td>0</td>
<td>104</td>
<td>0</td>
<td>−1.7</td>
</tr>
<tr>
<td>1991 Estimate</td>
<td>−12</td>
<td>223</td>
<td>124</td>
<td>−1.3</td>
</tr>
</tbody>
</table>

Source: Extracted from Bruno (1994).

Table 3.2 Projected and actual current account adjustment in capital account crisis programmes

<table>
<thead>
<tr>
<th>Approval year</th>
<th>Crisis year</th>
<th>Current account adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Projected</td>
</tr>
<tr>
<td>Argentina</td>
<td>2000</td>
<td>2002</td>
</tr>
<tr>
<td>Brazil</td>
<td>1998</td>
<td>1999</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1997</td>
<td>1998</td>
</tr>
<tr>
<td>Korea</td>
<td>1997</td>
<td>1998</td>
</tr>
<tr>
<td>Mexico</td>
<td>1995</td>
<td>1995</td>
</tr>
<tr>
<td>Russia</td>
<td>1996</td>
<td>1999</td>
</tr>
<tr>
<td>Thailand</td>
<td>1997</td>
<td>1998</td>
</tr>
<tr>
<td>Turkey</td>
<td>1999</td>
<td>2001</td>
</tr>
<tr>
<td>Uruguay</td>
<td>2000</td>
<td>2002</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: IMF (2004a, 10).

was for an improvement of 1.1 per cent of GDP. Instead, the actual improvement that occurred amounted to 8.5 per cent of GDP, which represents an extraordinary degree of overkill. The IMF report states ‘Although these programs, are at one level, little different from more traditional programs – typically targeting some external adjustment – their salient feature is the large and sudden capital outflows that
force much larger-than-envisaged adjustments of the current account balance …’ (IMF 2004: 9). The essential point to note is that the over-performance on the current account of the balance of payments represents a massive increase in savings and shortfalls in investment that were accompanied by huge reductions in imports. That this should occur during the program, contrary to intentions and projections, points to some major limitations of the adopted policy programming approaches.18

Figure 3.1 compares the outcome and projection of the current accounts of the balance of payments of IMF-supported programmes for countries that were financed through the normal lending facility of the Fund over the period 1995–2000. If the outcomes and projections are close, the points would cluster on the 45-degree line. The chart appears to indicate that many, if not most of the points are above the line, indicating some over-performance. Figure 3.2 exhibits data on actual and projected investment outturns. The vast majority of points appear to lie below the 45-degree line indicating investment shortfalls from projected levels.

The bits and pieces of evidence assembled here suggest a systematic contractionary bias, and a linkage between the findings portrayed in Figures 3.1 and 3.2. If expenditures, for example, private investment, are below projected levels, the balance of payments will tend to overshoot. Could balance of payments over-performance be a consequence of the monetary approach to stabilization?

Consider FP’s basic monetary identity, stated here as a variant of (3.15):

\[ \Delta Mo^d - \Delta D = B^* \]  

(3.27)
An outcome where the actual balance-of-payments outcome \( B \) exceeds the targeted level \( B^* \) could be the result of either the actual demand for money being greater than targeted, \( \Delta M_o^d > \Delta M_o^d \), or the actual utilization of credit being less than provided, \( \Delta D < \Delta \bar{D} \), or both.

It could be that the demand for money has been underestimated. For example, people in a crisis may want to hold more cash for precautionary reasons as they view the contractionary effects of the stabilization programme. If so they would curtail their expenditures and hoard more, thereby reducing velocity. Turning to the credit channel, credit tightening could result in expenditures falling by an even greater amount. This not only drags both income growth and imports below projected levels, but also leads to underutilization of credit.

It is interesting to ask which expenditures are likely to be affected by credit restraint. Since private consumption exhibits some smoothing over the cycle, as does government consumption expenditure, the most likely candidate is domestic investment (see Figure 3.2). The experience of declining sales could trigger accelerator-type considerations that cause investment demand to fall below projected levels, while interest rate increases and adverse net worth effects could result in greater credit rationing by banks.¹⁹

More empirical work is needed to properly establish the hypothesis of systematic overkill in the IMF’s monetary based programs. Nonetheless, the tentative findings presented here conform to the criticism of monetarist models that it may be difficult to impose a tight relationship between credit allocations and the willingness to spend – ‘you cannot push on a loose string’. Such a bias may be further compounded by an institutional preference to promote balance of payments adjustment that originates from the IMF’s mandate. The greater the balance of
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Figure 3.2  Gross domestic investment in first programme year (in percentage of GDP)
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payments adjustment, even if unintended, the more successful will the achievement be regarded.\textsuperscript{20}

**Focusing on expenditure**

This section considers whether, operating within the basic monetary framework, it is possible to obtain more acceptable expenditure and balance-of-payments outcomes.

Monetarist models focus on the elimination of an excess demand for money, and do not elaborate on the expenditure implications. Nonetheless, for there to be an excess demand for monetary flows, there must be an excess supply of at least one other good, which we shall treat here as the aggregate good. By Walras’s law the two market conditions – goods or monetary flows – are interchangeable, and equilibration could be undertaken in either market. However, the assumptions made with regard to the behaviour of the underlying aggregates do make a difference, since they determine the market in which equilibration takes place. In monetary models the monetary sector ‘controls’ the credit variable to which private agents and the government are assumed to adjust their behaviour. The analysis for the determination of income is then properly conducted in the market for money, since both the demand and supply of the domestic component of money are independent. But under the alternative assumption, where private agents or the government insist on their expenditure plans, it is the goods market that forces the equilibration.\textsuperscript{21}

The above point is readily made in a bare bones closed economy model of national income determination, comprising only the private sector and the monetary sector.\textsuperscript{22}

\begin{equation}
Y + \Delta D = C + I + \Delta M_0^d \\
C = cY \\
\Delta M_0^d = \frac{1}{\nu} \Delta Y
\end{equation}

(3.28)

The first equation in (3.28) is the aggregate budget restraint, where sources of financing, i.e. national income and credit flows, are shown on the LHS, and their uses for consumption, investment and accumulation of cash shown on the RHS. Consumption is a linear function of income, and the standard demand for money function is assumed. The aggregate budget restraint can be rearranged to show the two markets present, with the goods market on the LHS and that for monetary flows on the RHS:

\begin{equation}
Y - C - I = \Delta M_0^d - \Delta D
\end{equation}

(3.29)

The two model alternatives are:

\begin{enumerate}
\item \textit{Monetarist:} \hspace{1em} \Delta D = \Delta \bar{D}
\end{enumerate}

(3.30)
Here credit expansion is the discretionary control variable and feeding this assumption into (3.29) shows that it is the LHS that will have to give way to the RHS, given the demand for money. $Y$ is then determined from the monetary flow equilibrium condition, with investment falling out residually as $I = Y - C - (\Delta Mo^d - \Delta D)$. The solution for $Y$, obtained on setting the RHS in (3.29) equal to zero, is

$$Y = \nu \Delta D + Y_{-1} \quad (3.31)$$

B. Goods Market: $I = \bar{I} \quad (3.32)$

Here investment is exogenously determined, and inserting this assumption into (3.29) shows that the goods market dominates in the determination of $Y$, given the consumption and hence saving function. Credit expansion is now the residual variable and is determined as $\Delta D = \Delta Mo^d - (Y - C - I)$. The solution for $Y$ is

$$Y = \frac{1}{1 - \sigma} \Delta I + Y_{-1} \quad (3.33)$$

On the face of it, (3.31) and (3.33) show two fundamentally different solutions for $Y$, with one a function of the change in the stock of credit, while the other is in terms of the increment in investment flows. However, they are really two sides of the same face: one implies the other by Walras’s law. The point is that had we started with the instrument $\Delta D$ we may not have attained a target $Y^*$ but a smaller $Y$, owing to a greater than projected fall in $I$. The actual determinant of $Y$ is then $I$ even though the fall in $I$ was triggered by credit restraint. Since $I$ falls excessively it is no longer liquidity-constrained, and we would observe some slack in the credit and monetary variables. The money stock would then exceed its programmed level, while credit would fall below.

Going beyond the simple example introduced above, distinguish next between the monetary, external and rest of the economy sectors, with the last broken down into its private and government components. This imposes a corresponding distinction in bank credit allocations and net capital inflows: $\Delta D = \Delta D_p + \Delta D_g$; $K = K_p + K_g$, where the subscripts refer to private and government respectively.

The private sector restraint condition, showing sources of funds on the LHS and their uses on the RHS, is $(Y - T) + K + \Delta D = C + I + \Delta Mo^d$ where $T$ refers to tax revenue. The corresponding government sector restraint is $T + K_g + \Delta D_g = G$ where $G$ denotes government outlays.

On consolidating the private and governmental sectoral restraints

$$(Y - T) + K + \Delta D = C + I + (G - T) + \Delta Mo^d \quad (3.34)$$

If credit accommodates expenditure, it is residually determined from (3.34)

$$\Delta D = C + I + G + \Delta Mo^d - Y - K \quad (3.35)$$

Using (3.35) to substitute for the credit term in the condition for monetary flow equilibrium in (3.17) generates the familiar goods market equilibrium condition
Both government expenditure and private investment are assumed to be exogenous discretionary variables. The import function in the monetary model (3.14) is retained, and linear consumption and tax functions introduced. The consumption function is

\[ C = c (1 - t) Y \]  

(3.37)

where small letters indicate the average propensities to consume and to pay tax, respectively.

On substituting these into (3.36) the familiar textbook result obtains

\[ Y = a[X + I + G] \]

where \( a = \frac{1}{1 + m - c(1 - t)} \)  

(3.38)

is the Keynesian multiplier. In difference terms, and for a constant multiplier,

\[ \Delta Y = a \Delta[X + I + G] \]  

(3.39)

Introducing a balance-of-payments target into (3.16), and using (3.38) and the import function to make the relevant substitutions generates

\[ B^* = \Delta(X + K) + B_{-1} - ma \Delta(X + I + G) \]  

(3.40)

The solution for \( G \) as instrument follows

\[ \Delta \tilde{G} = \frac{1}{ma} \Delta K + \frac{1 - ma}{ma} \Delta X - \Delta I - \frac{1}{ma} \Delta B^* \]  

(3.41)

Focusing on the goods market shows that if the investment decline overshoots, government outlays should be increased, or taxes cut, to prevent the balance of payments target from being overshot.

**Pro-poor stabilization: some policy options**

Given the focus of this chapter on avoiding an unnecessary worsening of the poverty ratio, fiscal variables and in particular government expenditure, the solution for which was provided in equation (3.41), would be preferred instruments for attaining the balance-of-payments target as a consequence of the problems associated with the credit instrument. For some effective tax rate \( t \) and nominal GDP solution, the fiscal deficit is determined as

\[ \tilde{G} - t \tilde{Y} = \Delta D_g + \Delta B_g + \Delta K_g \]  

(3.42)
This leaves open the question of its financing (RHS of (3.42)). Depending on the available amounts of foreign financing and domestic non-bank financing, the residual will be the amount of credit accommodation to be sought from the domestic banking system. Since the equilibrium solution for nominal GDP has already been found (e.g. as in (3.38)), the demand for money will also be determined. Subtracting from the last the amount of money to be supplied through the balance-of-payments determines the overall level of credit expansion. Taking note of the credit allocation to the budget, the allocation to the private sector is then found. If this is inadequate, the financing exercise is repeated. Here causal sequencing proceeds from the fiscal solution to the credit allocation, which is the reverse of monetarism.

Under the suggested approach, if actual private investment is going to be lower than projected, government expenditure from equation (3.41) could be raised, or taxes cut, so as to ensure attainment of the balance-of-payments target. The additional financing needed would come from domestic bank credit, but this is not an inflationary development since it merely reallocates credit that would was intended to finance private investment.

Once the overall macroeconomic profile is correctly aligned with the balance-of-payments target, equation (3.23) will indicate the implied change in the poverty ratio from the net income effects. To this a term representing distribution effects will need to be added, provided of course the required information is available. The resulting poverty ratio, while no longer reflecting balance of payments overkill, may still not be acceptable, and other options will have to be considered.

A fix is needed on the appropriate target poverty ratio, and a convenient starting point is that of stabilizing the headcount ratio at the pre-stabilization level. From equation (3.23), the maximum permissible improvement in the balance of payments, indicated by two asterisks, that is compatible with poverty ratio stabilization is

$$ \Delta B^{**} = \Delta(K + X) - mY_{-1}(\frac{\Delta z}{Z_{-1}} + n) \quad (3.43) $$

If this is smaller than what the international community would prefer, various alternatives will need to be examined: (i) is the sought after balance-of-payments target too ambitious? (ii) Is it possible to reduce the amount of GDP adjustment that is needed to attain a given balance-of-payments target? (iii) Could there be a change in the valuation adjustment of the poverty line, and (iv) what about specific pro-poor measures?

If the balance-of-payments target cannot be lowered further, consideration might be given to raising additional foreign assistance. If the problem is one of large adverse capital movements, some controls could be beneficial, which might even involve a stay on external debt repayments (Krueger, 2002). Should highly depreciated exchange rates be unavoidable, steps to cushion the impact of the latter on the valuation of the poverty line may be advisable.
In general, could more be done to ensure that food prices do not rise unduly? Several policy actions may be available, ranging from anti-speculation measures to food subsidies. Food costs for the poor are often prone to increases – for example, when export restraints on staples are removed. An overly depreciated exchange rate that contributes to higher food prices is especially damaging to the poverty ratio. It might then be necessary to subsidize or otherwise restrain the rise food prices.26

An additional option for cushioning the adverse impact on the poor of typical stabilization episodes is to engage in more income redistribution. However, the political economy of implementing it, difficult under normal times, could be even more problematic in a period of negative or declining income growth. A related option would be to provide adequate relief to the poor through higher pro-poor budget outlays. However, this can be very costly and most likely infeasible when account is taken of the need for fiscal restraint during stabilization. The best strategy would appear to be that of attending to the initial design of the adjustment program so as to avoid the need for such difficult options.

Conclusion

The objective here has been to examine the extent to which stabilization programmes, especially those based on a monetarist approach, could be rendered pro-poor. A particular concern was that of how to avoid large jumps in the poverty ratio during crises episodes. As a step in this direction, an indicator was derived that could indicate the consequences for the poverty ratio of different stabilization approaches.

In particular, the indicator was incorporated in the Polak version of the IMF’s monetary model, where it was shown that there is a systematic inverse trade-off between the headcount ratio and the balance-of-payments target. However, in the standard financial programming or ‘basic’ version of the monetary model that is routinely employed by the IMF in its operations the indicator did not indicate any trade-offs, since this version of the monetary model does not articulate the effects of stabilization policies on GDP. This limitation also applies to the proposed ‘123PSRP’ hybrid Bank–Fund model. The limitation will need to be lifted if these approaches are to be useful in addressing macroeconomic-induced fluctuations in the poverty ratio.

To bring out the policy trade-offs, the poverty indicator requires at a minimum that GDP be endogenously determined. This can be readily handled in properly articulated monetarist models, but their assumption that there is a tight relationship between credit policy and expenditures can be problematic. Credit restraint could result in a greater than projected reduction in expenditure, especially private investment. This would appear to account for the frequently observed balance of payments overshooting and investment undershooting.

Nonetheless, it is still possible to operate within the monetary framework, while reversing the causal chain so as to cope with the ‘you cannot push on a string’ phenomenon. This will require dealing explicitly with the expenditure side.
Insofar as the adverse poverty effects of stabilization episodes are associated with under-performing expenditures, an approach that focuses on influencing such expenditures through fiscal or other means rather than sweeping them behind a monetary veil is likely to be more successful.

Appendix A3.1 Growth and distributional effects for a Pareto income distribution

The Pareto income distribution takes the form

\[ f(x) = ab^a x^{-a-1} \ a > 1. \]  \hspace{1cm} A3.1

Here \( b \) represents the lower income bound of the distribution. It can be interpreted as demarcating the subsistence level of income, with the poverty line \( z \) lying above it. The distribution assumes a uniform rate of decline in the proportion of the population above subsistence that earns higher levels of income. This rate of decline is measured by the power parameter \( a \).

Some key expressions are derived next for the Pareto distribution. The headcount ratio is

\[ H = \frac{N_p}{N} = F(z) = \int_b^z ab^a x^{-a-1} dx = 1 - \left( \frac{b}{z} \right)^a \]  \hspace{1cm} A3.2

where \( z > b \)

The mean of the distribution is

\[ \mu = \int_b^\infty xab^a x^{-a-1} dx = \frac{ab}{a-1} \]  \hspace{1cm} A3.3

The Lorenz curve of this distribution is

\[ L(H) = \frac{1}{\mu} \int_b^z ab^a x^{-a} dx = 1 - (1 - H)^{\frac{(a-1)}{a}} \]  \hspace{1cm} A3.4

The elasticity of the headcount ratio with respect to the poverty line is

\[ \eta_{H,z} = \frac{L'(H)}{L''(H)} H = \frac{a(1 - H)}{H} \]  \hspace{1cm} A3.5

From the logarithmic time differentiation of A3.2, and using A3.5, the proportionate growth in the headcount ratio for the Pareto distribution is

\[ \frac{\dot{H}}{H} = \eta_{H,z} \left( \frac{\dot{z}}{z} - \frac{\dot{b}}{b} \right) \]  \hspace{1cm} A3.6

This relationship is similar in form to (3.9), except that it involves a term in \( b \), the subsistence level, rather than mean income.

For an unchanged income distribution \( a \) is constant, implying

\[ \frac{\dot{b}}{\dot{b}} = \frac{\dot{\mu}}{\mu} \]  \hspace{1cm} A3.7

which can be inserted in (3.56), to generate the same formula stated in (3.9).
The headcount elasticity expression can be expressed alternatively in a manner that over-
comes the need for a direct estimate of $a$, provided estimates of the Gini coefficient $G$ are
available. From the definition of the Gini inequality coefficient (as the difference in the area
between the line of equality and the Lorenz curve), manipulation of (3.14) yields the follow-
ing relation between $G$ and the power coefficient $a$.

$$G = 1 - 2 \int_0^1 L(p)dp = \frac{1}{2a} - 1 \quad A3.8$$

The headcount elasticity in A3.5 can now be redefined as

$$\eta_{H,z} = \frac{1}{2} \left( 1 + \frac{G}{G} \right) \left( 1 - \frac{H}{H} \right) \quad A3.5a$$

To determine the effects of a changing income distribution differentiate A3.2 with respect to
the parameter $a$.

$$\frac{\dot{H}}{H} = - \eta_{H,a} \frac{\dot{a}}{a} \quad \text{where} \quad \eta_{H,a} = \frac{a}{H(H - 1)\ln \left( \frac{b}{Z} \right)} > 0 \quad A3.9$$

An increase in $a$ indicates an improvement in the income distribution i.e. a reduction in $G$.

Note from the definition of $\eta_{H,z}$ in A3.5 that

$$\eta_{H,a} = - \eta_{H,z}\ln \frac{b}{Z} \quad A3.10$$

Combining the growth effects and the distributional effects on the poverty ratio

$$\frac{\dot{H}}{H} = \eta_{H,z} \left( \frac{\dot{z}}{Z} + \frac{\dot{b}}{b} + \ln \left( \frac{b}{Z} \right) \frac{\dot{a}}{a} \right) \quad A3.11$$

To give some orders of magnitude, suppose a Gini of 0.5 and a headcount ratio of 0.15. The
elasticity of the headcount ratio with respect to the poverty line is then 8. A Gini of
0.5 implies a value of $a = \frac{3}{2}$ from (3.14a). To determine $\ln \left( \frac{b}{Z} \right)$, it suffices to use $\mu$ and an
estimate of $z$.

Operationally, one could identify $b$ with the poverty line for the very poor and $z$ with the
poverty line for the poor. Using the World Bank’s criteria of $1$ to demarcate the very poor
and $2$ for the poor, gives the fixed value $\ln \left( \frac{b}{Z} \right) = -0.3$. Inserting the appropriate values in
A3.11 enables the distributional effects of changes in $a$ to be evaluated.

**Notes**

1. The author is especially grateful for comments received from Giovanni Andrea Cornia
   and Marco Dardi, who are not responsible for any remaining errors.
2. See, for example, the latest comprehensive review of the design of programmes (IMF
   2004a,b). In particular, there is a dearth of models that address the issue of fluctuations in
   the poverty ratio from a short-run macroeconomic perspective: see the surveys in
Lipton and Ravallion (1995) and World Bank (2000). Chand and Shome (1997) approached the problem through the heuristic incorporation of Sen’s well-known poverty index in the IMF’s financial programming model. However, this index is quite complex as it integrates different dimensions of poverty such as its incidence, intensity, and the distribution of income among the poor. The present chapter focuses solely on the poverty ratio so as facilitate the needed analytical integration.

Answering such questions is different from that of identifying who the poor are, which requires a micro-oriented analysis.

For cross-country comparisons standard practice is to use the $1-a-day criterion recommended by the World Bank, adjusted for purchasing power differences. This corresponds to the minimal food dominated consumption basket used for demarcating the very poor. A $2-a-day criterion is used to identify the poor.


The intervening terms in (3.4) cancel out. Bourguignon et al. (2002) provide a breakdown of the change in the headcount ratio with respect to the last two terms of (3.4), but not for valuation changes in the poverty line. However, the latter is required whenever the price index relevant for the poverty line diverges from that applying to total income, which is generally the case. There may also be some interactions between the three terms, but these are ignored here.

See Dollar and Kray (2002).

The implied assumption that distributional changes may not be pronounced is belied by the data. See, for example, Cornia and Kiiski (2001).

See Kakwani (1993). \( \frac{dH}{dx} \) is determined from (3.3) and inverted.

Note, however, the widespread practice of defining a poverty line by reference to the food requirements of a minimum calorie level, but then subsequently updating it using a general consumer price index. This results in understating the numbers of the poor when food prices rise more than the consumer price index. Pogge and Reddy (2003) provide a telling critique of these procedures.

This is usually estimated as \( \Delta \ln H = a_0 + a_1 \ln Y \) where \( Y \) is real GDP and \( a_1 \) is constant value elasticity. Bourguignon (2002) refers to this model as the naïve model.

There is a conceptual problem with the Polak model, which breaks down if the small country assumption is maintained and nominal income is fixed. This is because the transmission mechanism for adjusting to shifts in credit and money supply relies on changes in nominal income to induce changes in imports. The problem is avoided if imports are made a function of domestic expenditure instead (Chand, 1989).

The outcome could be worse than indicated insofar as the macro restraint induces adverse distributional effects.

See also Krugman and Taylor (1978) on the contractionary effects of devaluation.

Easterly (2004) provides a detailed and valuable assessment of the use of identities in the FP approach. He concludes that simply ensuring consistency between aggregates does not guarantee outcomes.

Since the concern here is with the conceptual use of the model, no specifications are provided of definitions, stock and flow valuations, and other aspects needed for empirical applications. These are to be found in numerous IMF documents explaining the technique of financial programming (for example, IMF 1987, 2004b). As a set of accounting relations with minimal behavioural specifications, it confers a high degree of flexibility for informed guesswork in a consistent framework. In light of the poor data and uncertainty concerning behaviour in the typical program country, such flexibility confers an advantage over more structured models. On this point see Polak (1998) and Mussa and Savastano (1999).

This can only be valid if the economy is small, completely open, and the law of one price prevails internationally, so that any domestic surplus is readily disposed off abroad.

The report refers to the Heisenberg uncertainty principle in physics to assert that ‘there may be inherent limits to whether the effect of policies on macroeconomic targets can
be knowable in crisis situations ...’ (p. 10, fn. 13, op. cit.). This proposition is certainly of major methodological interest, which raises fundamental questions about the role of IMF policy prescriptions in crisis situations.

19 This is consistent with the frequent observation that the banking sector becomes more liquid during the stabilization phase despite a tighter monetary policy. It is also common for budget tightening to fall heavily on government investment.

20 Baqir et al. (2003, p. 10) ask (their italics) ‘How did Fund programs perform with respect to their original intent “to shorten the duration and lessen the degree of disequilibrium in the international balance of payments?”’ The answer is a resounding success – the improvement in the current account was more than programmed and the reserve target met with a high degree of precision – quite amazing the latter, given that we are talking about several programs in 18 countries.’

21 The situation could have started off as liquidity-constrained (where agent behaviour is tightly controlled by the availability of credit), but if reducing credit causes expenditure to decline sufficiently, a non-liquidity-constrained one results.

22 The treatment here is in terms of the more general monetary model, which allows for nominal GDP adjustment. This contrasts with the FP approach, where the assumptions made force equilibration entirely through the current account of the balance of payments.

23 There was considerable debate in the 1960s as to which, velocity in (3.31) or the Keynesian income multiplier in (3.33), was more stable as a means to establishing the more valid theory. Those tests were on the whole inconclusive.

24 This would be additive if the income distribution is Pareto. As shown in Appendix A3.1, the additional term to be added is $\frac{\mu}{\theta} \eta_{t} = \eta_{t} (\cdot 0.3 \eta_{t} \eta_{t})$.

25 There is also the alternative of reducing the import ratio, for example through selective and temporary import protection. Although not efficient for inelastic imports such as energy, food and semi-processed goods for which domestic substitutes may not be available, it could be feasible for non-basic consumer goods.

26 A means for paying for it, without violating the fiscal adjustment needed for balance-of-payments stabilization, is to tax windfall earnings on foreign exchange inflows or holdings of foreign assets. This can be justified on equity grounds. Furthermore, a credible windfall tax, in place before a crisis hits, might even contribute towards restraining the initial speculative excesses that resulted in exchange rate overshooting.
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Exchange Rate Regimes for Development and Poverty Alleviation

Giovanni Andrea Cornia

Introduction

In the early twenty-first century the background against which policy makers have to choose an exchange rate regime is characterized by global financial integration, the dominance of capital account over current account transactions, large unhedged foreign currency liabilities, unpredictable fluctuations between the three main currencies and frequent financial crises linked to financial reforms and volatile portfolio flows. Given all of this, the mainstream advice to developing countries has been to adopt one of the two ‘corner solutions’ – that is, a hard peg or a pure float. However, whether this suggestion is good for growth and poverty alleviation is not at all clear. In this regard, this chapter reviews the evolution of the exchange rate regimes, examines the impact of alternative exchange rate regimes on growth, inflation and the balance of payments and discusses the choice of the exchange rate regime that minimizes poverty under normal conditions and crisis periods.

Post-1991 de jure and de facto exchange rate regimes

Exchange rate regimes have evolved substantially over the last 50 years. When the Bretton Woods system of fixed exchange rates was abandoned in 1971, countries opted for a variety of regimes ranging from fixed pegs to floating rates, with most developing countries opting for some kind of fixed peg in relation to one of the main currencies.

During the post-1971 period, the choice of the exchange rate regime has been strongly influenced by changes in the openness of the current and capital account of the balance of payments. Until about 1990, the capital account of most countries, and particularly of the developing ones, was almost completely closed, convertibility for current account transactions was limited (see Table 4.1) and the exchange rate was determined mainly by import and export flows.

Since then, the capital account has been increasingly liberalized, either because capital controls were relaxed, or because greater current account convertibility entailed some de facto liberalization of capital movements or because constraints
on most currency transactions were lifted. Under these new circumstances, capital movements increasingly determine the exchange rate. As International Monetary Fund (IMF) data show, between 1966 and 1990 the share of countries with restrictions on narrowly-defined capital account transactions remained at around 80 per cent, dropping to 70 per cent in 1995. Since then, however a more diversified trend has emerged (see Table 4.2). While the developed and transition economies gradually reduced capital controls – except for the crisis years 1997–1998 – in the developing countries this trend seems to have come to a complete halt.

All of this explains in part the shift of the last three decades in de jure exchange rate arrangements. In fact, Table 4.3 shows that the number of single-currency pegs fell drastically, currency boards and monetary unions rose steadily – in part due to the creation of the European Union – intermediate regimes, especially floats with discretionary interventions, increased and free floats rose sharply from a low

Table 4.1 Countries accepting the obligations of Article VIII of the IMF agreement on the liberalization of the current account

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF reporting countries</td>
<td>129</td>
<td>140</td>
<td>148</td>
<td>153</td>
<td>182</td>
<td>183</td>
<td>184</td>
</tr>
<tr>
<td>% of all countries</td>
<td>34.1</td>
<td>37.9</td>
<td>40.5</td>
<td>43.8</td>
<td>62.1</td>
<td>81.4</td>
<td>87.5</td>
</tr>
<tr>
<td>% of developed countries</td>
<td>66.7</td>
<td>70.8</td>
<td>79.2</td>
<td>87.5</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>% of developing countries</td>
<td>27.2</td>
<td>31.6</td>
<td>33.9</td>
<td>37.4</td>
<td>59.7</td>
<td>80.0</td>
<td>85.5</td>
</tr>
<tr>
<td>% of transition economies</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>37.0</td>
<td>70.4</td>
<td>85.2</td>
</tr>
</tbody>
</table>

Source: Author’s compilation on IMF data.

Table 4.2 Index of controls on capital account transactions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF reporting countries</td>
<td>112</td>
<td>130</td>
<td>142</td>
<td>158</td>
<td>161</td>
<td>164</td>
<td>167</td>
<td>169</td>
<td>170</td>
</tr>
<tr>
<td>Average value of the index</td>
<td>2.57</td>
<td>2.62</td>
<td>2.64</td>
<td>2.68</td>
<td>2.57</td>
<td>2.58</td>
<td>2.58</td>
<td>2.54</td>
<td>2.49</td>
</tr>
<tr>
<td>All countries</td>
<td>1.88</td>
<td>1.80</td>
<td>2.04</td>
<td>1.81</td>
<td>1.62</td>
<td>1.69</td>
<td>1.73</td>
<td>1.58</td>
<td>1.54</td>
</tr>
<tr>
<td>Developed countries</td>
<td>2.70</td>
<td>2.76</td>
<td>2.71</td>
<td>2.80</td>
<td>2.73</td>
<td>2.75</td>
<td>2.74</td>
<td>2.72</td>
<td>2.72</td>
</tr>
<tr>
<td>Transition economies</td>
<td>3.15</td>
<td>3.05</td>
<td>3.00</td>
<td>3.04</td>
<td>2.88</td>
<td>2.73</td>
<td>2.74</td>
<td>2.68</td>
<td>2.43</td>
</tr>
</tbody>
</table>

Note:
*Sum of (0,1) dummy variables measuring ‘restrictions on the purchase of capital market securities’, ‘restrictions on the purchase money market instruments’, ‘controls on derivatives’ and ‘controls on foreign direct investment’. The index ranges between 0 (no controls) and 4 (complete controls).

Source: Author’s compilation on the basis of data provided by Gian Maria Milesi-Ferretti of the IMF.
level. However, most economists consider the analyses of exchange rate regimes based on the de jure IMF classification of little analytical use. Indeed, countries are allowed to declare to be pegged to an undisclosed basket of currencies, but it is not possible to verify if exchange rate changes reflect changes in the basket currencies or discretionary interventions, and analyses of changes in interest rates and international reserves show that in many cases the exchange rate was managed. Likewise, many floating rates are in reality fixed to an anchor currency.

For all of these reasons, the recent research draws a distinction between the ‘official’ (or de jure) classification and the ‘effective’ (or de facto) classification of exchange rate regimes, with the latter being consistent with the observed variations in interest rates and currency reserves. For instance, while the number of free floaters increased markedly between the 1970s and 1990s (see Table 4.3), in the 1990s, only 40 per cent of them effectively allowed the fluctuation of the exchange rate, while in many others it was actively managed (see Table 4.4). Misclassifications were almost as common in the case of floating regimes and, to a lesser extent, pegged regimes. Thus, shifting from the de jure to the de facto classification permits us to reach more realistic conclusions about the growth, inflation and trade effects of alternative exchange rate regimes.

### Table 4.3  De jure classification of exchange rate regimes, 1970–1999 (percentages of total observations from 167 countries)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Pegged regimes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Hard pegs</td>
<td>10.0</td>
<td>13.8</td>
<td>15.4</td>
</tr>
<tr>
<td>Dollarization</td>
<td>0.5</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Currency Board</td>
<td>4.6</td>
<td>4.7</td>
<td>6.1</td>
</tr>
<tr>
<td>Monetary Union</td>
<td>4.9</td>
<td>8.4</td>
<td>8.7</td>
</tr>
<tr>
<td>(2) Single currency pegs</td>
<td>61.2</td>
<td>27.4</td>
<td>13.9</td>
</tr>
<tr>
<td>(3) Basket pegs</td>
<td>13.6</td>
<td>27.1</td>
<td>17.2</td>
</tr>
<tr>
<td>Published basket pegs</td>
<td>7.3</td>
<td>13.9</td>
<td>8.1</td>
</tr>
<tr>
<td>Undisclosed basket pegs</td>
<td>6.2</td>
<td>13.3</td>
<td>9.1</td>
</tr>
<tr>
<td>B. Intermediate regimes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) Floats with rule-based interventions</td>
<td>5.9</td>
<td>9.5</td>
<td>9.6</td>
</tr>
<tr>
<td>Cooperative regimes – crawling pegs</td>
<td>3.8</td>
<td>5.7</td>
<td>6.0</td>
</tr>
<tr>
<td>Targets zones and bands</td>
<td>1.1</td>
<td>1.3</td>
<td>1.9</td>
</tr>
<tr>
<td>Unclassified rule-based systems</td>
<td>0.5</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>(5) Floats with discretionary interventions</td>
<td>5.1</td>
<td>13.0</td>
<td>16.8</td>
</tr>
<tr>
<td>Managed floats with heavy interventions</td>
<td>0.5</td>
<td>3.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Unclassified managed floats</td>
<td>0.8</td>
<td>6.1</td>
<td>16.1</td>
</tr>
<tr>
<td>Other floats</td>
<td>3.8</td>
<td>3.7</td>
<td>0.1</td>
</tr>
<tr>
<td>C. Free floating</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6) Floats</td>
<td>4.3</td>
<td>9.1</td>
<td>27.0</td>
</tr>
<tr>
<td>Floating with light interventions</td>
<td>4.3</td>
<td>9.1</td>
<td>27.0</td>
</tr>
<tr>
<td>Floating with no interventions</td>
<td>3.2</td>
<td>6.5</td>
<td>26.2</td>
</tr>
</tbody>
</table>

**Source**: Ghosh et al. (2004) on official IMF data.
Advantages and disadvantages of the main foreign exchange regimes

Pegged regimes

With the dollarization, the dollar, euro, etc., acts as the only legal tender and the monetary policy passively follows that of the anchor country. This regime has the advantage of eliminating the volatility of the exchange rate as well as the exchange risk in international transactions. Because of this, several small economies with unstable external terms of trade, such as Panama, have dollarized, while others allow substantial dollar-denominated bank deposits and are de facto semi-dollarized (see Chapter 13 on Bolivia).

The main problem of this approach is that the loss of control of the interest and exchange rate policies remove a country's ability to jump start its economy (Rodrik 2003), to respond to external shocks by devaluing its currency (see Chapter 13) or to change its interest rate to affect levels of economic activity. Thus, poverty may rise if the anchor country raises its interest rate to control overheating, while the dollarized country needs to reduce it to combat recession. In all of these cases, the only way to absorb a shock and restore competitiveness is to cut nominal wages, corporate taxes and utility rates. However, these changes are slow in producing their effects and might meet insurmountable political resistance. Also, with the policy of dollarization, the central bank can no longer act as a lender of last resort, and such a function must be shifted to the fiscal authority.

In the case of currency boards, the domestic currency is fixed by law in relation to an anchor currency at a given unchangeable rate, and the domestic monetary base must be backed by a high proportion or an equivalent amount of the anchor currency. Supporters of such a regime stress that it provides credibility, transparency, low inflation and low interest rates. Indeed, such a regime helped to rapidly reduce inflation, as, for instance, in Argentina in the early 1990s.

But currency boards also have drawbacks. They require the costly immobilization of huge reserves at the central bank, while external shocks cannot be compensated by changes in the exchange rate and interest rate and the role of lender of last resort of the central bank is severely limited. In addition, the system works
poorly in the presence of ‘mistakes’ in other policy areas, in particular, in the case of insufficient fiscal discipline – as in the case of Argentina in the late 1990s – or of an initial overvaluation of the real effective exchange rate. In this regard, Williamson (2003) notes that the success of the Southern Cone countries in reducing inflation consistently entailed an initial appreciation of the real exchange rate as, after fixing the parity, inflation remained for some time above that of the anchor country. Currency boards may also cause disincentives to save due to heavy liquidity requirements imposed on the banking system, and require considerable wage flexibility to accommodate shocks without large increases in the rate of unemployment. In addition, the lack of synchronization of the business cycle with that of the anchor country is a problem in this case.

In turn, traditional pegs fix the nominal value of the domestic currency in relation to a currency or basket of currencies. Such an approach reduces exchange rate volatility, while leaving control of fiscal, monetary and exchange rate policy in domestic hands. Unlike the previous two policies, this regime imposes no automatic restrictions on fiscal and monetary policy and its credibility thus depends upon the measures adopted in this area. In addition, while reducing volatility, the fixed peg may be affected by persistent misalignment. It is also doubtful whether such a regime can be sustained in a world of high capital mobility, as the fixed peg can easily become the target of speculative attacks.

**Intermediate regimes**

These regimes include crawling peg, target bands and managed floats. In the first case, the exchange rate ‘crawls’ in relation to the anchor currency – or basket of currencies – according to a pre-established rule such as the inflation differential with the anchor country. If successful, this approach leaves the real exchange rate broadly unchanged, and it is thus used by countries aiming to gradually reduce inflation without letting the real exchange rate appreciate, a fact that would penalize the traded sector. In a world of free capital movements, however, a crawling peg can become the target of speculative attacks. And also in this case, the credibility of this regime depends on the accompanying policies in the fiscal, monetary and capital controls areas.

With the target band approach, the exchange rate is free to vary within a pre-set band of a width varying between plus or minus 2.5 per cent and 10 per cent. When the rate reaches the upper or lower limit of the band, it is defended through open market interventions, but intra-band fluctuations are not intervened upon. This regime too can become subject to speculative attacks and by itself does not constrain fiscal and monetary policy. Its credibility depends, therefore, on policies in these areas. For instance, Chile managed to grow impressively for more than a decade, while keeping a policy of exchange rate bands that afforded its currency some flexibility (see Chapter 10). Finally, in the case of managed floats with discretionary interventions, the exchange rate is fixed in the currency market, but authorities can and do intervene to influence its level without being bound to any predetermined rule. The system does not by itself constrain monetary and fiscal policy that can thus be used to target inflation.
Free floats

A pure float is the regime most often adopted by strong currencies. It allows a country to respond to shocks through exchange rate adjustments determined by the market and eliminates, therefore, the need to hold large reserves. However, such a regime does not provide an expectation anchor, increases the exchange risk and may thus discourage international trade and domestic investments. It can also be subject to costly currency misalignments and overshootings that fuel imported inflation and recession. Indeed, in 12.5 per cent of the countries studied by Reinhart and Rogoff (2003) a ‘free float’ turned into a ‘free fall’. In addition, with expansionary fiscal and monetary policies, free floats may lead to a surge in imported inflation that fuels the inflation–devaluation spiral, while for countries exporting the same goods, a free float is an inherently unstable regime that sets incentives for ‘beggar-thy-neighbour’ competitive devaluations and non-cooperative strategies.

Among the various domestic and external shocks that can affect the nominal and real exchange rate there are changes in income inequality. The basic argument (Min 2002) is that the demand elasticity of non-tradables – for example, real estate, communication and insurance services – is higher among the rich than the poor, while its supply is basically inelastic, due to a lack of competition and various kinds of rigidities. Under these circumstances, a rise in the demand of non-tradables, triggered by an increase in income inequality, increases inflation, appreciates the real exchange rate, worsens the exports and balance-of-payments accounts and – *ceteris paribus* – leads to slower growth and poverty reduction. The cross-country evidence provided in this regard is quite robust (Min 2002). In turn, a fall in income inequality would shift aggregate demand toward the tradables and cause a depreciation of the real exchange rate.

Choice of a pro-poor exchange rate regime under normal conditions

What are the long-term objectives that must be pursued by the exchange rate policy? What exchange rate regime promotes long-term development and poverty alleviation in a world of high capital mobility? Discussion in these areas is dominated by the ‘impossible trinity’ debate according to which a country must abandon one of the following three policy goals: exchange rate stability, monetary independence or financial market integration (Braga *et al.* 2001). How true is this view? How unavoidable are its implications? To answer these questions it is necessary to discuss the three main approaches to the choice of the exchange rate regime (Williamson 2003).

The nominal anchor approach

In this approach, the main policy objective is price stability and the tool of choice is the hard peg. Given the constraints they impose on monetary policy, hard pegs permit pursuing a policy of financial integration combined with exchange rate stability, though this precludes the possibility of influencing the level of
domestic activity through the interest rate. In fact, with perfect capital mobility, the no-arbitrage condition ensures that

\[ i = i^* + de \]  

(4.1)

where \( i \) is the nominal domestic interest rate, \( i^* \) is the world interest rate, and \( de \) the expected percentage change in the nominal exchange rate. With a credible hard peg, \( de \) is equal to zero and the domestic interest rate equals the world interest rate. In case of international financial integration, hard pegs are also supposed to help re-establishing balance-of-payments equilibrium and the control of inflation when the economy is hit by external shocks. The balance-of-payments deficit, in fact, causes a fall in money supply, a rise in the interest rate and a slowdown in inflation. In turn, the rise in the interest rate attracts capitals from abroad that helps re-establish the equilibrium of the balance of payments. Considering then that the equilibrium in the money market is guaranteed by

\[ M = P m(i,Y) \]  

(4.2)

where \( M \) is the monetary base, \( P \) the domestic price level, \( i \) the domestic interest rate and \( Y \) the domestic output. As in small open economies \( P = eP^* \), which means that domestic inflation \( P \) is determined by the global inflation \( P^* \), to maintain equilibrium \( M \) must follow changes in \( P \) and \( Y \). An expansion of \( M \) in excess of the changes in these two variables would result in monetary imbalances, capital outflows, loss of credibility of the peg and, possibly, speculative attacks.

As noted earlier, this approach has been shown to reduce inflation over the short term, while in some cases it stimulated a surge in capital flows, though these were often short term and speculative in nature. However, greater price stability has to be weighed against the initial or subsequent appreciation of the real exchange rate that may lead finally to a collapse of the peg, as well as to slow growth due to the immobilization of huge reserves, disincentives to save, the need to unload asymmetric shocks on the labour market and a lack of synchronization of the business cycle with that of the anchor country.

The real targets approach

As noted by Williamson (2003), in this approach the floating of the exchange rate has the objective of re-equilibrating the balance of payments, while the monetary and fiscal policy are used to target the internal balance. Therefore, a floating rate permits the achievement of two of the three objectives of the ‘impossible trinity’, that is, financial integration and an independent monetary policy, as the effects of decisions concerning \( M \) and \( i \), as well as changes in \( Y \), are unloaded on \( e \). The adjustment of \( e \) should be accompanied by limited variations in the level of reserves, since authorities refrain from intervening in currency markets, and in interest rates. But the evidence produced by Calvo and Reinhart (reported in Branson 2001) shows that reserves and interest rates were more volatile among
the floaters than the peggers, indicating that monetary policy was actively used to stabilize the exchange rate, pointing in this way to a ‘fear of floating’ possibly induced by the effects of devaluation on dollar-denominated liabilities.

Full floats should also allow interest rates to differ from the US rate. But, with the exception of a few large industrialized countries able to pursue an independent monetary policy, the interest rates of most countries correlate closely with the US rate regardless of the exchange rate regime adopted, thus underscoring the inability to pursue a supposedly independent monetary policy.

Exchange rate stability and the development strategy approach

This approach emphasizes that the instability of exchange rates cannot be easily rationalized on the basis of changes in fundamentals and is mainly explained by expectations about their future values. For this reason, a free float is likely to over-shoot, thus generating harmful effects on growth, employment and poverty. While the exchange rate could also be stabilized by increasing the interest rate, this policy generally depresses the level of economic activity. To avoid this, the policy maker should, therefore, credibly stabilize the real exchange rate as well as its expectations.

One way to do this consists in the adoption of a basket, band and crawl (BBC) approach proposed by Williamson (2003). In this approach, which belongs to the group of ‘intermediate regimes’ in Table 4.3, the country fixes the nominal exchange rate in relation to a basket of currencies, allows it to fluctuate within a given band so as to neutralize small shocks and raises the central parity in case of large shocks that by raising domestic inflation could lead to an appreciation of the real exchange rate, with long-term negative effects on the tradable sector, growth and poverty rates.

Maintaining a competitive real exchange rate is thus a key component of the development strategy of a country, particularly if it is small – as in the case of many developing nations – and can therefore count on only a small domestic market to sell its production. As noted by Balassa (quoted in Williamson 2003), a competitive exchange rate would encourage the entrepreneurs of a country to try to sell on the world market goods other than their traditional exports, invest in new plants and hire new workers. This view is supported by the evidence provided by Rodrik (2003), who identifies a competitive exchange rate as being among the key factors triggering growth spurts.

The case for maintaining a competitive exchange rate is particularly compelling in poor developing countries that need to grow to reduce poverty, control large fluctuations in their net foreign exchange earnings to avoid a devastating over-shooting of floating rates, face little demand for their domestic currency assets and do not, therefore, benefit from the ‘credibility’ and ‘disciplining effect’ supposedly associated with fixed nominal pegs. It is increasingly accepted, therefore, that the optimal exchange rate policy for a developing country consists of stabilizing the real effective exchange rate at a competitive level against a basket of currencies (Branson and Katseli 1980; Frenkel and Taylor 2005).
Maintaining a competitive exchange rate is, therefore, one essential component of a development policy focusing on exports, domestic investment and growth. In principle, capital inflows can contribute to this goal by increasing domestic investment. But this is not guaranteed. By reducing interest rates, capital inflows encourage both consumption and investment in tradables and non-tradables. Consumption and investments in non-tradables financed by foreign borrowing are, however, questionable as they increase future debt-servicing obligations without increasing the capacity to earn foreign exchange. In addition, capital inflows raise the exchange rate as – with an open capital account – this is increasingly determined on the market for financial assets.

What policies can prevent this from happening? Does a country have to abandon financial integration or control over the real exchange rate, as suggested by the ‘impossible trinity’ theorem? This is not necessarily true as, even with an open capital account, the central bank can introduce a series of measures that either limit some capital inflows or offset their effects on the expansion of the monetary mass (Williamson 2003; Frenkel and Taylor 2005). Among the first group of measures, it is possible to include the Chilean-style obligation to deposit a certain proportion of the non-equity capital inflow for a year on a non-interest bearing account at the central bank, irrespective of the maturity of the asset being purchased with the inflow; to limit the extent of the foreign exchange exposure of domestic banks, or forbid them to borrow internationally to extend loans to the non-tradable sector; and to drop tax holidays and other incentives addressed to foreign investors. The second group of measures entails asking state-controlled financial institutions such as the postal savings scheme to switch their deposits from the commercial to the central bank, as has happened in the past in Singapore; sterilizing the capital inflows by issuing domestic bonds, though this measure may be costly; increasing the reserve ratio of commercial banks hosting foreign deposits; substituting foreign with domestic borrowing whenever the interest differential is not excessive; and liberalizing capital outflows or encouraging domestic financial institutions such as national pension funds to invest part of their assets abroad (see Chapters 9 and 10 on Malaysia and Chile).

The empirical evidence supports the preference for a regime that targets the stability of the real exchange rate. A study of alternative exchange rate regimes from 1970 to 2001 shows (see Table 4.5) that when countries are grouped according to the official (de jure) classification, the limited flexibility regimes – that is, rule-based crawling pegs and bands – perform the best in all areas. Yet, Ghosh et al. (2004) suggest instead that pegged regimes exhibit lower inflation rates, due to lower money growth (the discipline effect) and greater confidence in the currency (the credibility effect). Shifting to the de facto classification somewhat affects the results. Indeed, once the free falling cases are removed from the free floating category, the differences in performance narrow down, while their ranking changes somewhat (see Table 4.5). However, the limited flexibility category continues to exhibit the best performance in all areas, if by a narrower margin.
Choice of a pro-poor exchange rate regime during crisis situations

Intermediate exchange rates and devaluation

The argument in favour of an exchange rate of the BBC type is that adjustment to external shocks takes place more rapidly and with smaller losses of output and employment than under fixed pegs, especially when nominal wages and utility rates are rigid downward. By swiftly depressing wages, devaluation allows competitiveness to recover rapidly, with minimal losses of output and employment. In addition, according to the standard view focusing on the current account effects, if there is unused capacity, devaluation is expansionary because it increases the demand for tradables due to the switch away from imports – and the greater incentives to increase the supply of exports due to the rise in their domestic currency supply price. In contrast, if all resources are fully employed, devaluation can be expected to raise prices. Yet even countries with unused capacity resist devaluation. Some of the explanations of this stance are illustrated below.

Devaluation, inflation and poverty

One of the negative effects of devaluation is that inflation might accelerate, possibly affecting the poor unduly, especially the urban poor. Much of the literature

---

Table 4.5  Economic performance under different exchange rate arrangements, 1970–2001

<table>
<thead>
<tr>
<th>Classification of exchange rate regimes</th>
<th>Fixed pegs</th>
<th>Limited flexibility</th>
<th>Managed floating</th>
<th>Free floating</th>
<th>Free falling</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF de jure classification</td>
<td>38.8 (2)</td>
<td>5.3 (1)</td>
<td>74.8 (3)</td>
<td>173.9 (4)</td>
<td>NA</td>
</tr>
<tr>
<td>de facto classification</td>
<td>15.9 (3)</td>
<td>10.1 (2)</td>
<td>16.5 (4)</td>
<td>9.4 (1)</td>
<td>443.3 (5)</td>
</tr>
<tr>
<td>IMF de jure classification</td>
<td>1.4 (3)</td>
<td>2.2 (1)</td>
<td>1.9 (2)</td>
<td>0.5 (4)</td>
<td>NA</td>
</tr>
<tr>
<td>de facto classification</td>
<td>1.9 (3)</td>
<td>2.4 (1)</td>
<td>1.6 (4)</td>
<td>2.3 (2)</td>
<td>-2.5 (5)</td>
</tr>
<tr>
<td>IMF de jure classification</td>
<td>69.9 (2)</td>
<td>81.0 (1)</td>
<td>65.8 (3)</td>
<td>60.6 (4)</td>
<td>NA</td>
</tr>
<tr>
<td>de facto classification</td>
<td>78.7 (2)</td>
<td>80.3 (1)</td>
<td>61.2 (3)</td>
<td>44.9 (5)</td>
<td>57.1 (4)</td>
</tr>
<tr>
<td>IMF de jure classification</td>
<td>7 (2)</td>
<td>3 (1)</td>
<td>8 (3)</td>
<td>12 (4)</td>
<td>NA</td>
</tr>
<tr>
<td>de facto classification</td>
<td>8 (2)</td>
<td>4 (1)</td>
<td>11 (4)</td>
<td>8 (2)</td>
<td>14</td>
</tr>
</tbody>
</table>

Notes:
- NA = not applicable.
- Numbers in parenthesis indicate the performance rank.
- The overall score is the sum of the performance rank in the field of inflation, growth and foreign trade.
Easterly 2001 and the authors mentioned therein) confirms that inflation disproportionately affects the poor who are less able to protect their assets against inflation, depend more than the rich on non-indexable social transfers such as pensions and poor relief and assign a high share of their income to the consumption of tradable ‘wage goods’ such as food that are likely to be affected by price rises. In addition, Easterly (2001) showed on a poll of 32,000 citizens from 38 countries that people with low income, education and skills are more likely than other groups to mention inflation as their top concern.

Yet there are other effects that need to be accounted for. For instance, inflation may not significantly affect the already poor in rural areas, as their shares of monetary income and cash holdings are negligible. Furthermore, the poor may be less affected by the fiscal drag induced by inflation. In addition, the nexus between inflation and poverty is mediated by the concave relation existing between inflation and growth, so that a moderate increase in unanticipated inflation is likely to lead to an expansion of output and employment. Indeed, earlier findings show that inflation rates of up to 40 per cent do not affect output and employment (Bruno and Easterly 1998), while policies aiming at quickly reducing inflation to a single digit do affect them.

Devaluation, structural effects, growth and poverty

Earlier research has focused on the effectiveness of devaluation in strengthening the current account. In many cases, the import and export elasticities were found to be sufficiently large, so that devaluation improved the current account. However, these conclusions have not been verified in countries where the import and export elasticities are low due to all kinds of rigidities. Under such circumstances, devaluation does not significantly increase the supply of tradables and the current balance can be improved only by rationing of imports of essential production inputs, with the effect of causing an output contraction. As for the poverty impact, incomes were found to rise in the export sector (see above), while employment and incomes fell in the import-dependent domestic sector and non-tradable sector due to the hike in tradable prices.

The structuralists (Krugman and Taylor 1978) have argued that – even when the Marshall–Lerner conditions apply – devaluation in developing countries can be contractionary as well as inflationary. They indicate four main channels through which this can happen. To start with, devaluation is contractionary if it occurs in a situation of trade deficit as, given the low value of the import elasticity, the rise in the domestic price of imported goods absorbs an amount of domestic income greater than the income rise recorded in the export sector, with the effect of reducing real incomes at home and depressing aggregate demand. Secondly, even when foreign trade is balanced, devaluation leads to an immediate increase in prices, while it takes time for nominal wages or the money supply to catch up, so that real wages and real balances decline temporarily and so reduce aggregate demand. Thirdly, in large firms, devaluation might shift the distribution of income towards profits as prices in the traded sector rise, while real wages are eroded by the price rise due to devaluation. If the propensity of profit earners to
save is higher than that of workers, output will contract. Finally, if there exist ad valorem taxes on imports and exports, devaluation redistributes income from the private sector to the government. As government has a unity propensity to save in the short run, this too will reduce aggregate demand.

Other effects concern the monetary aggregates. Devaluation-induced inflation will – *ceteris paribus* – reduce real money supply and so raise interest rates with contractionary effects. In addition, the rise of the domestic interest rate will raise the cost of production of firms that depend on bank credit. All of this may shift the aggregate supply curve to the left. Thus, if the above analysis is true, and it must be emphasized that it relies on some restrictive assumptions, the policy maker would be confronted with a trade-off between an improvement in the current account and stagflation.

Thus, while not denying the role of devaluation in rectifying balance-of-payments disequilibria over the medium term, Krugman and Taylor (1978) conclude that devaluation-based short-term adjustments may be costly, and that governments can instead borrow to cover the short-term deficit, while improving exports’ performance over the medium term by removing the structural rigidities that block their expansion through subsidies, preferential credit and investments in infrastructure.

**Evidence of the impact of devaluation on growth**

The evidence about the impact of devaluation (see the literature reviewed in Kamin and Klau 1997) is inconclusive but points to the existence of widespread J-curve effects. The main findings are that devaluation is not expansionary, or may even be contractionary, over the short term but is neutral over the long term. In particular, in Latin America, real devaluation curtailed real output during 28 adjustment spells but raised growth after two or more years.

According to Kamin and Klau (1997), most of the analyses in this field are subject to methodological problems as they do not distinguish between short- and long-term effects, do not control for shocks that may simultaneously induce a contraction and a devaluation, do not emphasize regional differences and do not consider reverse causation between growth and devaluation. To solve these problems, they run a panel regression with controls for different regions and separate out the short-term from the long-term effects. They find that devaluation can be contractionary over the short term but not over the long term, so that the balance of payments can be improved over the medium term without losing output and employment, and that devaluation seems to be more contractionary in Latin America than in East Asia or the industrialized countries.

**Devaluation, capital account effects and poverty**

The growing importance of capital account transactions in many countries has made these analyses look increasingly incomplete – as the focus on the current account effects of devaluation needs to be complemented by analyses of its effects on the capital account. Indeed, where it serves to restore confidence as part of a credible macroeconomic strategy comprising an appropriate anti-inflationary
fiscal and monetary policy, a devaluation of the exchange rate at a level perceived to be close to what the markets see as an equilibrium rate has an expansionary impact, as it stimulates capital inflows. However, if it is perceived as a panic measure unable to restore confidence, devaluation triggers an outflow of capital and further self-fulfilling devaluations. In addition, in countries adopting a hard peg, devaluation entails a loss of credibility for the monetary authorities, loss of confidence by foreign investors and a reversal of capital flows.

Secondly, in countries where the banks, firms, government and households have large unhedged short-term exposures in foreign currency, devaluation increases the domestic cost of servicing the foreign debt, implying a squeeze of other sources of public and private expenditure that produces a deflationary effect, and an anti-poor effect in case the public expenditure cuts affect pro-poor transfers and services. In the corporate sector, devaluation can have devastating balance sheet effects leading to default or losses that curtail private and public demand. In addition, the liquidity shortage experienced by banks following devaluation prevents traded sector firms from increasing exports in the wake of a devaluation. As in the case of the Indonesian crisis, this may lead to an overshooting of the exchange rate with large negative real effects (Bird and Rajan 2000).

All of this de facto limits the choices of policy makers who fear that devaluation would cause devastating balance sheet effects. Instead of adjusting by devaluing the exchange rate, many countries choose to raise interest rates or to dollarize – a decision that likely leads to higher unemployment and poverty than in the case of devaluation.

The defence of the nominal exchange rate
Such a policy requires large – if allegedly temporary – rises in interest rates and considerable public expenditure cuts. These measures are intended to avoid inflationary pressures, strengthen credibility, reinforce the exchange rate and attract new capital inflows to offset the current account deficit. However, as argued by Stiglitz (2002), it is unclear how a temporary increase in interest rates can lead to a permanent strengthening of the currency, restoration of confidence and the return of foreign capital.

As a result, the firms directly affected by the shock that are unable to recover competitiveness by cutting labour and utility costs, either go bankrupt or reduce their level of activity. The impact upon employment obviously depends upon whether the sector affected is labour or capital intensive and the breadth of its backward linkages to other labour-intensive sectors. In addition, even if not directly affected, heavily indebted firms may be forced into bankruptcy by the interest rate hike or see their return fall, thus possibly triggering a capital outflow in search of better risk-adjusted returns. All of this has a contractionary effect on output, and causes unemployment, poverty and inequality to rise faster than under a managed exchange rate regime, in which case the adjustment burden falls on wages rather than unemployment. In turn, heavily indebted governments experience a worsening of their fiscal position and – ceteris paribus – either cut expenditures or raise taxes, with the net effect of exacerbating the downturn.
Thirdly, higher interest rates characteristically lead to lower asset prices that, in turn, discourage firms from investing and hiring new workers, leading in this way to a simultaneous drop in aggregate demand and supply (Stiglitz 2002). Fourthly, as firms go bankrupt and default on their loans, banks may become increasingly unwilling to lend, especially if the government chooses to enforce risk-adjusted capital adequacy standards that entail that the banks put more money into loan loss provision accounts and reduce lending. As a result, lending rates may rise and credit may be rationed, and even firms that are not directly affected by the crisis, may not be able to continue producing and exporting as they cannot borrow working capital.

Thus, the defence of the exchange rate through interest rate hikes and fiscal contraction causes a large number of domestic bankruptcies, a credit contraction and an output downturn without increasing the supply of exports. Of course, the intensity of these effects will vary from place to place. For instance, it will be less pronounced in countries where the public debt/gross domestic product (GDP) ratio is low, where firms mainly finance themselves out of their cash flow and where export performance can be reinvigorated by a drop in nominal wages, taxes and utility rates.

**Trade-offs and the search for the least costly exchange rate and adjustment approach**

The choice of the best adjustment and exchange rate policy during crisis periods must be guided by the least costly approach principle. Such a choice boils down to comparing the respective costs and benefits of the monetarist and Keynesian approach in the following areas.

*Extent of output contraction and its poverty impact*

Output retrenchment and the rise in poverty are likely to be more pronounced if the monetarist cum fixed peg approach is followed. Such an approach causes a contraction in the domestic component of aggregate demand, while being unable to raise exports. The Keynesian cum managed rate approach also causes output to fall as devaluation raises the domestic currency cost of servicing the foreign debt, affecting in this way the balance sheets of households, government and firms. In some cases, however, such as for dollar-indebted exporters or already bankrupt firms in the non-traded sector, devaluation does not generate a contraction (Stiglitz 2002). Furthermore, if banks are helped to quickly reorganize in order to finance the expansion of exports made possible by devaluation, the foreign component of aggregate demand can rebound in a year or so, though this is less likely in economies with an inelastic export supply or a high share of imports on exports.

*Inflation and poverty*

It is likely that the Keynesian approach raises inflation-induced poverty more than the monetarist approach. This conclusion needs to be weighted, however, against the greater output contraction induced by the latter. Thus, there is a trade-off
between the Keynesian cum intermediate exchange rate regimes approach (which leads to lower output losses but higher inflation) and the monetarist cum fixed exchange rate regime approach (which generates less inflation but greater output losses). While, as noted, inflation disproportionately affects the poor, there is evidence that the poor are even more deeply affected by a fall in GDP (Stewart 1995; Stiglitz 2002). In both approaches, the rise in poverty will also depend on the safety nets in place. Their scope may be more limited, however, in the context of the fiscal retrenchment typical of the monetary approach.

Exports, balance of payments and poverty
The balance-of-payments effects are not easy to compare as they depend, inter alia, on the adjustments that take place in the banking-financial sector. If successful, the monetarist approach should improve the capital account balance, owing to the return of foreign capital, but not the current account balance, upon which the long-term external sustainability of an economy depends. Indeed, in the monetarist approach the tradable sector does not expand. In turn, the expansion of exports under the Keynesian approach depends on structural factors, the quick elimination of collapsed firms and banks and external conditions. But, at least in semi-industrialized countries, such an approach has a chance of raising exports and improving the current account balance.

Bankruptcies, asset losses and moral hazard
The rise in interest rates inherent in the monetarist approach leads to a surge in bankruptcies among domestic firms while foreign creditors are bailed out with international loans, thus creating a moral hazard problem. In contrast, if the emphasis is placed on devaluation, the domestic borrowers of dollar-denominated loans may go bankrupt and the number of defaults on international loans rises, thus shifting the capital loss from the domestic sector to the foreign lenders who should have used greater diligence in granting large amounts of short-term dollar-denominated loans. The moral hazard problem is thus contained.

Credibility and exclusion from financial markets
The increasing number of defaults on foreign loans alluded to above is likely to cut off the country concerned from international lending. Yet the benefits of international capital flows remain elusive, and their decline may not cause growth losses over the long term (Stiglitz 2003). Indeed, as noted by Prasad et al. (2003), with the exception of foreign direct investment improving access to technology, management skills and new markets (see Chapter 6), there is no evidence that international capital accelerates the rate of growth of recipient countries, while there is clear evidence that it can raise the levels of both economic instability and poverty. Indeed, capital account liberalization may have become a lazy way of mobilizing financing over the short term, while potentially generating considerable long-term costs.

In conclusion, while there is no ‘one-size-fits-all’ solution, weighing up all of the above effects, it seems that – except in specific circumstances, some of which were
mentioned above – the Keynesian cum intermediate exchange rate approach might be, on balance, the best choice.\textsuperscript{3}

**Exchange rate regimes, income distribution and poverty**

This section reviews the poverty impact of alternative exchange rates regimes via changes in the distribution of income and assets. Chapter 12 on Uzbekistan shows, for instance, that the dual exchange rate adopted therein in the second half of the 1990s entailed the redistribution of up to 16 per cent of GDP from the export to the import substitution sector, with a huge negative effect on poverty. Thus, what is the distributive and poverty impact of hard pegs, managed BBC rates and free floats?

A standard way to approach this problem is to break down the economy into traded and non-traded sectors. Within this framework, hard pegs that lead to an appreciation of the real exchange rate raise real income in the non-traded sector – which includes construction, real estate, domestic finance and insurance, utilities, import sector, government and most informal sectors – while reducing it in the traded sector – that is, most of agriculture, all manufacturing and internationally tradable services. The opposite occurs if nominal devaluation succeeds in raising the price of tradables in relation to that of non-tradables, quite independently from the expansionary effect this change may have on output. However, whether these exchange rate changes actually reduce or augment poverty depends on the factors discussed below.

**The initial distribution of the poor between the traded and non-traded sector**

If the majority of the poor and low-income households are located in the traded sector – for example, in export-oriented agriculture, as is the case in Ghana – a real appreciation of the exchange rate will increase the overall poverty rate, the poverty gap and the share of poor people in the traded sector. The opposite occurs, for instance, in the case of highly urbanized Peru, where a large share of the poor is engaged in the informal non-traded sector. In this case, a real devaluation would, ceteris paribus, increase poverty overall and in the non-traded sector in particular, though it should reduce it in export-oriented agriculture. In practice, a real devaluation reduces overall poverty if its initial incidence in the tradable sector exceeds that in the non-tradable sector. All of this holds under restrictive conditions about competition in factors and products markets, but is also true to some extent in case of non-perfectly competitive markets.

**Factors intensity of production in the tradable and non-tradable sectors**

If the production of tradables is intensive in natural resources such as land, capital equipment and skilled labour, the poverty reduction effect of a real devaluation will be small as the output increase will be realized by making use of resources owned by the non-poor, the additional demand for unskilled labour being modest and the
effect on the wage rate negligible. Poverty will fall, in contrast, if an expansion of tradables entails a greater demand for unskilled labour, as happened in the East Asian fast exporters of manufactures. Real devaluation also raises the domestic price of tradables. The impact on the incomes and poverty risk of the workers in the non-tradable sector is negative, but depends on their initial income level. If the sector employs mainly high-wage skilled workers, poverty will only rise slightly as the fall in their real incomes will not be large enough to push them below the poverty line. The same cannot be said if the non-tradable sector includes many informal workers – street vendors, domestics and day labourers – with incomes near the poverty line. In turn, an appreciation of the real exchange rate will worsen poverty in the tradable sector if exports are labour-intensive, but less so if they are land- or mineral-intensive. The poverty impact in the non-tradable sector is likely to vary considerably. In middle-income economies, such a sector is heterogeneous, as a large skill- and capital-intensive sector coexists with a low-skill informal sector.

Labour market and poverty

The poverty impact also depends upon whether wages are upward and downward flexible or depend on a rigid social norm. If wages are rigid, the entrepreneurs in the non-traded sector facing an output contraction will adjust their output downward, and unemployment will rise. In the absence of social safety nets, this is more likely to increase poverty than in the case of flexible wages, in which case the output contraction will be absorbed in part by a decline in the wage rate. Likewise, if traded sector wages are rigid, the benefits of devaluation will be mainly appropriated by the landlords and capitalists, as wages will not rise, though employment will rise in line with the output increase and the labour intensity of production.

Prices of consumer goods

The poverty impact of exchange rate changes will also depend upon whether the ‘wage goods’ consumed by the poor are produced in the traded or non-traded sector. The best situation is observed when the poor are employed in the traded sector, benefit from devaluation – as they own some of the sector’s production factors – and allocate a large part of their consumption expenditure to non-tradable goods and services, such as locally produced foods not traded on the world market. However, working in the tradable sector is no guarantee of a lower poverty risk. If the tradable sector workers do not own the goods they produce, as in the case of agricultural labourers, devaluation leads to greater poverty as money wages stagnate, while the price of the tradables they produce – for example, food – rises, as observed in India in the wake of the 1991 devaluation (see Chapter 11). A similar trap is faced by workers in the non-tradable sector who, after devaluation, are caught between lower labour demand and wages and rising tradable prices.

Changes in the value of financial assets and liabilities and access to credit

The poverty impact of alternative exchange rate regimes is also influenced by the distribution of foreign assets and liabilities among local residents, the risk of
financial crises associated with fixed pegs and changes in access to credit following the liberalization of capital flows. As noted earlier, an appreciation reduces the domestic currency cost of debt servicing, while a devaluation increases it – asset prices rise in the first case and fall in the second. The beneficiaries of the appreciation can be the government (as in Brazil) and traded and non-traded sector firms with a large foreign debt. But an appreciation reduces the domestic currency returns on foreign assets held by nationals (as in China), while depreciation raises it.

Poverty may also be affected by changes in credit availability associated with exchange rate regimes that facilitate capital mobility such as hard pegs. Capital inflows do not directly benefit the poor, as employment and wages tend to rise in high-skilled sectors such as banking and construction, and the credit booms they triggered do not reduce the market segmentation that prevents the poor from accessing formal credit and interest rates often rise in the wake of the capital inflows (Taylor 2004). During financial crises, credit allocation becomes particularly skewed as decapitalized banks reduce their lending and restrict its allocation to all but preferential borrowers such as large firms (Oxfam America 2002). Finally, exchange rate regimes that attract volatile capitals can contribute to long-term poverty due to the long-term costs borne by governments for resolving financial crises associated with fixed pegs. In five Latin American countries such costs included the recapitalization of bankrupt banks, bailouts of influential depositors and debt relief for borrowers, and entailed a redistribution of income from poor non-participants to the financial sector to large participants and in the 1990s averaged 14.7 per cent of their GDP (Halac and Schmuckler 2003).

Conclusions on the distributive effects of exchange rate policies
As noted by Kanbur (1998), it is difficult to determine ex ante the poverty and distributive effects of alternative exchange rate policies, as these depend on the country circumstances discussed in the previous section. For instance, it is likely that a real devaluation will reduce poverty in countries where many poor are employed in the labour-intensive tradable sector, land and capital is fairly equitably distributed, the labour market is flexible, wage goods are mostly produced in the non-traded sector and external indebtedness is limited or concentrated in the export sector or the already bankrupt sectors. Devaluation might, in contrast, be more costly when most of these conditions are not met. Table 4.6 illustrates the poverty effects of a real devaluation on the main social groups. The decision of whether to devalue or not ought to be taken country by country after having compared the relative weight of the groups that would be affected.

Likewise, if the level of reserves permits it, the defence of a hard peg may be conceivable in semi-industrialized and highly urbanized countries, like those of the Middle East and Latin America, if most of the poor are employed in the non-traded sector (informal services, non-traded agriculture), labour markets are rigid, factor mobility is low, wage goods are imported and many agents have large dollar-denominated short-term liabilities, while the firms and employees of the traded sector are comparatively better off and can adjust to the real appreciation by
### Table 4.6: Hypothetical poverty impact matrix of the effects of a real devaluation

<table>
<thead>
<tr>
<th>Before devaluation</th>
<th>Poor</th>
<th>Non-poor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(i) unaffected structural poor lacking</td>
<td>(iv) former poor exiting poverty</td>
</tr>
<tr>
<td></td>
<td>• human capital</td>
<td>• small-scale producers of tradable (if T/NT total are effectively modified)</td>
</tr>
<tr>
<td></td>
<td>• land and credit</td>
<td>• newly employed workers in T sector</td>
</tr>
<tr>
<td></td>
<td>• access to market</td>
<td>• T workers benefiting from higher wages</td>
</tr>
<tr>
<td></td>
<td>• public services</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>(ii) poor getting poorer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• urban poor in the NT sector hit by terms of trade changes between T and NT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• landless rural workers and food deficient farmers affected by rising prices of food</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iii) non-poor getting poor</td>
<td>(v) non-poor getting richer</td>
</tr>
<tr>
<td></td>
<td>• low-income workers in the NT sector (hit by T-NT terms of trade changes)</td>
<td>• medium- and large-scale entrepreneurs of T goods</td>
</tr>
<tr>
<td></td>
<td>• low-income employees in the T sector if wage/employment increases is smaller than the rise in the price of traded wage goods</td>
<td>• people with scarce human capital</td>
</tr>
<tr>
<td></td>
<td>• people surviving on non-indexed transfers</td>
<td>• domestic creditors of $ denominated loans</td>
</tr>
<tr>
<td></td>
<td>• households with $ denominated debt</td>
<td>(vi) non-poor getting impoverished but not poor</td>
</tr>
<tr>
<td>Non-poor</td>
<td></td>
<td>• upper layers of the bureaucracy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• high-income people in the NT sector</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• enterprises with $ denominated debt</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• foreign lenders suffering a default by domestic borrowers</td>
</tr>
</tbody>
</table>

Note: T and NT refer to the traded and non-traded sectors of the economy.

Source: Author’s compilation.
reducing the domestic costs of production and through innovation, and short-term macroeconomic balance can be achieved by means of temporary controls on imports and capital outflows.

**Tentative conclusions**

The ‘two corners’ approach to the management of the exchange rate has come under increasing attack in recent years, as evidence mounts that neither of these two solutions represent a ‘first best’, and as their effects on poverty are likely to be negative in most cases because of the output contraction and adverse poverty effects they frequently engender.

While prescriptions always have to be country-specific, this chapter has argued that in low- and middle-income countries the development approach to the exchange rate is the best choice from both a poverty and growth perspective. Such an approach preserves competitiveness in tradables by means of a BBC-type crawling peg with target bands. After fixing the nominal exchange rate at a competitive level, the real exchange rate is allowed to float within a narrow band. Bigger inflationary shocks that cause a real appreciation are dealt with by depreciating the central parity in proportion to the inflation differential with the main trading partners. In a world of mobile capital and speculative attacks, such an approach needs to be accompanied by reasonable monetary and fiscal policies and measures to limit short-term portfolio inflows and to sterilize their effects so as to avoid possible currency crises. From 1978 to 1996, fiscally disciplined Southeast Asia succeeded in reconciling stable real exchange rates, low inflation and large capital inflows. Exchange rates target zones with little intra-marginal interventions were also pursued in Chile, Colombia and Israel in the early 1990s, despite considerable financial openness, and permitted achieving a balance between the conflicting objectives of reducing imported inflation and maintaining export growth.

The choice of an appropriate exchange rate under conditions of turmoil is less easy and depends on a host of factors affecting the size and distribution of the costs and benefits of alternative exchange rate regimes. However, in the midst of a crisis it is unlikely that a devaluation can be entirely avoided. Indeed, a controlled devaluation accompanied by fiscal expansion, low interest rates and, when needed, temporary capital and import controls may help to rapidly re-establish equilibrium in the balance of payments and – under certain conditions – exert an expansionary effect over the medium term, especially if the country concerned has a limited foreign debt. However, conscious of the short-term contractionary effects of devaluation, the policy maker ought to introduce adequate employment-based safety nets and supportive measures in the macroeconomic area, while working at removing the rigidities that prevent devaluation from being expansionary.
Notes

1 The author would like to thank Leonardo Menchini for his help in compiling the data for Tables 4.1 and 4.2 and for useful bibliographical indications, as well as Gian Maria Milesi-Ferretti of the IMF for sharing his dataset on capital account liberalization and for providing the 2000–2003 data on capital account restrictions.

2 These results, however, may not be conclusive as they refer to heterogeneous countries and averages over long periods of time characterized by widely different degrees of capital mobility.

3 A formal presentation of the problem could take the following form. Assume with FitzGerald (2001) an aggregate model of a dependent open economy where the real exchange rate \( e \) is defined as the ratio of traded and non-traded prices \( P_t/P_{nt} \). Traded prices are the product of the nominal exchange rate \( E \) and world prices \( p \) so that \( e = E/p = P_t/P_{nt} \). Real exports \( X \) are a function of \( e \) (\( X = x_0 + x_1 e \)), and imports are a function of \( e \) and domestic activity \( Y \) (\( M = m_0 + m_1 + m_2 Y \)). Given the capital inflows \( F \), the authorities’ task is to ensure balance-of-payment equilibrium (\( X - M = F \)). With appropriate substitutions one can express the level of domestic activity \( Y \), employment \( L \) (assumed to depend linearly on output) and poverty \( PHR \) (assumed to depend more on employment than wages), in terms of \( e \) and \( F \):

\[
Y = 1/m_2 [F + e(x_1 - m_1) + x_0 - m_0] \tag{4.3}
\]

\[
L = \lambda Y = \tilde{\lambda} \left\{ 1/m_2 [F + e(x_1 - m_1) + x_0 - m_0] \right\} \quad \square a
\]

\[
PHR = f( -L, -w) \tag{4.3b}
\]

If \( F \) fall due to a financial crisis, then either \( Y \) must decline to restore equilibrium, for example, through a raise in the interest rates, or \( e \) must be raised. Now, remember that \( e = P_t/P_{nt} \) that prices in the traded sector \( P_t \) are exogenous and that prices in the non-traded sector are set by a markup \( r \) on the cost of labour inputs \( u \) at the nominal wage rate \( W \) and imported inputs \( m \) (\( P_{nt} = (1 + r)[u.W + mP_t] \)). Rearranging, one obtains a relationship between the real wage \( w \) and \( e \):

\[
w = 1/u \left[ 1/(1 + r) - m.e \right] \tag{3.4}
\]

which shows that the higher (more depreciated) is \( e \), the lower will be \( w \). In conclusion, when faced with a decline in \( F \), the government faces an adjustment trade-off. To re-establish equilibrium in (4.3), it can choose to adjust \( Y \) and \( L \) downward by tightening monetary policy. Alternatively it can raise \( e \) though, as shown in (4.4) this will cause a fall in the real wage rate that – if (4.3b) is correctly specified – will have a lesser impact on poverty than in case of money-based adjustment.

Yet this conclusion crucially depends on the value of \( x_1 \) (that is, the export elasticity of devaluation), the omission from the export function of structuralist effects and the correct specification of (4.3a) and (4.3b). Lastly, following a fall in \( F \), equilibrium in (4.3) could also be restored by reducing \( m_2 \) (the import elasticity of output) through the imposition of import restrictions on non-essential goods and goods that can be substituted domestically, and by raising \( x_1 \) through export promotion measures such as the reimbursement of VAT and export subsidies.

4 These results, however, may not be conclusive as they refer to heterogeneous countries and averages over long periods of time characterized by widely different degrees of capital mobility.
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Portfolio Flows, Macroeconomic Policy and Global Poverty

Christian E. Weller and Radha Chaurushiya

Introduction

Globalization has been one of the most pertinent and also most controversial economic forces of recent decades. Often referring to the opening of countries to more capital and trade flows, globalization has been praised as a crucial vehicle for faster growth and rising living standards in developing economies, but also criticized for increasing financial instability in emerging economies.

The challenge today is formidable as billions of people live in abject poverty. Poverty is widespread and poverty reduction has been isolated to only a few, albeit large, countries such as China. Even where poverty has been reduced, levels of inequality have often risen.

The rationale for fewer restrictions on trade flows has been that more trade would foster economic growth through specialization and through technological enhancements following specialization and more competition.

In the same vein, more capital flows presumably benefit the financial sector directly through more competition and innovation, lowering the costs of capital and facilitating investment. This would supposedly benefit the non-financial sector as well. Since all of this should contribute to faster growth and since the incomes of the poor tend to rise with growth, proponents of liberalization concluded that it would help alleviate poverty if more trade and capital flows resulted in faster growth.

Following capital market deregulation, capital flows to and from emerging countries grew rapidly, especially in the form of short-term portfolio flows. While this tended to result in faster growth in the short term, it frequently proved to have a destabilizing effect in the medium term. Moreover, the benefits of more capital mobility are often unevenly distributed. Subsequently, poverty reduction has often been hampered with unequal growth and growing instabilities.

A number of countries have notably escaped the fate of rising instability. For instance, Central and Eastern European economies were spared from the fall-out of the Asian and Russian financial crises in the late 1990s. Also, China and India have seen prolonged periods of strong growth without a rise in instability (see Chapter 11 of this volume). What have distinguished many of these countries are
numerous forms of restrictions on capital flows. However, these experiences show the dilemma that many emerging economies face. More capital controls allow for more control over one’s destiny, but they can also lower technology and capital transfers into economies that are often woefully short on both.

A series of economic institutions can be identified that foster more stable growth and that help to lower capital constraints in developing economies. These institutions include better civil liberties, public support for indigenous banking systems and progressive taxation coupled with effective tax collection among others.

Trends in portfolio flows

Since the early 1990s, emerging economies have made great strides towards liberalizing their capital accounts in order to foster faster growth and to combat poverty. These investments can take several distinct forms: foreign direct investment (FDI), portfolio flows (both equity and bond) and bank lending. FDI is a long-term, fixed investment in specific projects, which often include technology transfers. Portfolio flows are short-term investments in bonds and stocks.

Following the spurt of capital account liberalizations, net private capital flows into emerging economies boomed (see Figure 5.1). In 1990, capital movements into these countries netted about $29 billion, which quickly ballooned to a peak

![Figure 5.1 Net capital flows to emerging market and developing countries](image)

*Note:* Data for 2005 are projections.

of $197 billion in 1996. Net private portfolio flows accounted for much of this increase. Portfolio flows turned from a net outflow of $1.8 billion in 1990 to a net inflow of $86 billion in 1996 (IMF 2004). After the mid-1990s, however, capital flows to developing economies and particularly portfolio flows began to taper due to a spate of financial crises in Mexico (1995), Asia (1997) and Russia (1998). Although portfolio flows to developing countries rose again towards the end of the 1990s, they have remained negative in net terms since 2001. Continuing this trend, the International Monetary Fund’s (IMF) World Economic Outlook projections showed an estimated net outflow of $23 billion in 2005 (IMF 2004).

The largest recipients of FDI over the last 30 years have been Asian economies, while Latin American countries have depended more heavily upon portfolio flows (see Figure 5.2) (IMF 2001).

To some degree, the changes in portfolio flows reflect changes in government finances. For instance, the IMF (2001) attributed the difference in the composition of capital flows to Asia and Latin America to larger fiscal deficits in Latin American countries, which have relied on international portfolio inflows to finance their deficits. Similarly, the reversal of capital flows between developing and developed economies after 2000 reflected, to some degree, the reversal in the US fiscal balance. Asian countries, especially China, have been heavily purchasing the increasing issues of US treasuries, resulting in an outflow of capital from developing countries to the United States. Since March 2001 through the middle of 2004, foreign investors purchased on average 80 per cent of new US government debt issues (Weller 2004).

In addition, current account deficits also appear to be a systematic determinant of short-term capital flows. Rath and Dasgupta (1999) found that increases in current account deficits tend to lead to an increase in short-term capital inflows.

![Figure 5.2 Net portfolio flows to select regions](image)

**Note:** Data for 2005 are projections.

**Source:** IMF (2004).
account deficits are followed by a rise in portfolio capital flows. Other factors, such as per capita income and a rise in FDI, also play important roles, whereas country-specific factors, such as location, appear to have no influence (see Figure 5.2) (Rath and Dasgupta 1999).

**Portfolio flows as a means to combat poverty**

The link between portfolio flows and poverty reduction is largely an indirect one. Portfolio flows can arguably lead to faster economic growth. In turn, economic growth is seen as a necessary – although insufficient – condition for poverty reduction.

**Portfolio flows and economic growth**

Emerging and industrialized economies can theoretically benefit from more liberal capital movements. Financial markets should be able to allocate liquid capital to the most efficient uses. Because of large capital constraints, the marginal rate of return to new investments in emerging economies should be greater than in countries with less capital rationing, all else being equal. Thus, by allowing capital to flow more freely, economic growth should receive a boost. Due to trade linkages, this faster growth should also spill over into faster growth in industrialized trading partner countries.

This is an extension of the original financial liberalization (FL) argument (Fry 1995; McKinnon 1973; Shaw 1973). FL comprises both the elimination of regulations on domestic financial markets and external liberalization through capital account opening. The rationale for FL is that ‘financially repressed’ economies suffer from suboptimal financial intermediation and from an inefficient allocation of financial capital. By eliminating interest rate ceilings and entry restrictions, financial intermediaries will collect more funds and provide more loanable funds. The elimination of lending requirements allows financial intermediaries to allocate funds to their best uses, thereby raising the average productivity of capital, and ultimately the economic performance of an economy. Externally, the liberalization of capital flows raises the potential for more short-term capital mobility and more FDI flows. Finally, asset markets should become more efficient thanks to greater liquidity and, due to foreign participation, to more transparency and better investor protections (Litan et al. 2001). All of these factors should work to reduce capital constraints for domestic borrowers and ease investments, presumably laying the groundwork for faster growth and less poverty.

An important aspect of this argument is that international lenders are looking for a comparatively high-risk adjusted rate of return. Traditionally, it is assumed that good macro policies and high-quality economic governance can reduce inherent macroeconomic risks and thereby raise the risk-adjusted rate of return. Poor macroeconomic management can lead to high inflation and high interest rates, while low-quality governance can raise economic uncertainties for investors and thus keep investments below optimal levels. Thus, capital flows may encourage good macroeconomic policies in the countries that are looking to receive foreign
capital, as investors are supposedly favouring countries with good governance, fair and enforced regulations and attractive investment climates (Chakraborty and Rawlins 2004). However, this can prove to be a double-edged sword since this disciplining device also constrains government’s ability to conduct counter-cyclical policies (Blecker 1999; Grabel 1996).

There is some support for the notion that portfolio flows may be positively related to growth. For instance, Levine (1997) shows that increased cross-border portfolio flows in emerging economies help to build capital markets. Levine (1997, 2001) also links capital market developments to economic growth. Furthermore, the IMF (2001) concludes that more capital flows can raise investment possibilities, create technology spillovers and deepen domestic capital markets. Ignoring the potential costs associated with increased capital account liberalization, the IMF (2001) estimates that greater liberalization is associated with economic growth that is 0.5 percentage points higher annually. However, Kose et al. (2004) conclude, in a comprehensive review of the empirical literature, that it is difficult to establish a causality between financial integration and growth.

The link between capital markets and growth is generally made over long periods of time and tends to ignore increasing macroeconomic fluctuations that can occur in the mean time. For instance, Grabel (1995a) and Singh and Weisse (1998) linked portfolio flows to rising stock market volatility and Weller (2001b) established a systematic connection between increased portfolio flows and the incidence of financial crises. The different perspective on the timing of the effects of portfolio investment on growth – long-term versus short-term – may explain the divergence in the observed results (Durham 2003).

**Economic growth and poverty**

If successful, greater capital account openness can foster faster growth. Over the long term, studies have suggested that faster economic growth should benefit all groups equally, including the poor (Dollar and Kraay 2001a, 2001b; Weller and Hersh 2004).

Also, if greater capital mobility can promote better macroeconomic management and governance, emerging economies should become more stable. Since the poor have less insurance than the rich against the fall-out from crises, more stability should disproportionately benefit the poor. Specifically, poor and lower-income families typically have no savings and are thus immediately vulnerable to economic shocks. This is particularly important in countries where social safety nets are underdeveloped, or available only to parts of the working population, for example, restrictions on unemployment insurance to the formal labour market. Greater stability as a result of better macroeconomic management could help to ensure that growth effects are distributed more equally among all income groups, all else being equal.

**Arguments against portfolio flows as an anti-poverty tool**

History has shown, however, that capital account liberalization also comes at a cost (see Table 5.1). In all areas, private sector investment is relative to the gross
domestic product (GDP), and is higher with larger portfolio inflows. This is
commensurate with greater credit markets relative to GDP. Simultaneously, in all
regions, except the Middle East, countries are amassing increasing amounts of
reserves as a protection against rising instabilities. Finally, in Africa, Latin America
and the Middle East the income share of the bottom 20 per cent falls as portfolio
investment inflows increase. Thus, greater portfolio flows may result in more private
sector investments, but the distribution of the gains from more investments may
remain unchanged or worsen, while emerging economies are simultaneously
preparing themselves for a greater degree of economic and financial instability.

Table 5.1 Select measures of economic performance in relation to portfolio investment inflows

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Latin America</th>
<th>Middle East</th>
<th>Asia</th>
<th>Transition economies</th>
<th>Africa</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI(^a) inflows/GDP</td>
<td>1.1</td>
<td>1.1</td>
<td>1.2</td>
<td>1.0</td>
<td>0.6</td>
<td>−0.3</td>
</tr>
<tr>
<td>Investment/GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>22.4</td>
<td>18.4</td>
<td>25.4</td>
<td>20.7</td>
<td>26.2</td>
<td>10.7</td>
</tr>
<tr>
<td>Above median PI flows</td>
<td>22.4</td>
<td>20.2</td>
<td>23.9</td>
<td>28.1</td>
<td>29.6</td>
<td>20.8</td>
</tr>
<tr>
<td>Below median PI flows</td>
<td>19.2</td>
<td>18.7</td>
<td>22.1</td>
<td>25.9</td>
<td>29.0</td>
<td>18.1</td>
</tr>
<tr>
<td>Credit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>68.5</td>
<td>63.4</td>
<td>100.6</td>
<td>39.4</td>
<td>65.4</td>
<td>20.7</td>
</tr>
<tr>
<td>Above median PI flows</td>
<td>103.7</td>
<td>97.7</td>
<td>115.3</td>
<td>58.6</td>
<td>74.6</td>
<td>35.5</td>
</tr>
<tr>
<td>Below median PI flows</td>
<td>37.0</td>
<td>28.3</td>
<td>155.3</td>
<td>49.7</td>
<td>76.2</td>
<td>30.4</td>
</tr>
<tr>
<td>Reserves/GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5.7</td>
<td>6.1</td>
<td>10.7</td>
<td>7.3</td>
<td>1.4</td>
<td>6.6</td>
</tr>
<tr>
<td>Above median PI flows</td>
<td>9.7</td>
<td>8.4</td>
<td>10.6</td>
<td>13.2</td>
<td>10.9</td>
<td>10.2</td>
</tr>
<tr>
<td>Below median PI flows</td>
<td>6.3</td>
<td>5.8</td>
<td>15.1</td>
<td>12.4</td>
<td>8.1</td>
<td>6.0</td>
</tr>
<tr>
<td>Income share of bottom 20%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>6.3</td>
<td>3.3</td>
<td>5.5</td>
<td>6.6</td>
<td>10.0</td>
<td>5.9</td>
</tr>
<tr>
<td>Above median PI flows</td>
<td>3.8</td>
<td>3.0</td>
<td>5.7</td>
<td>6.4</td>
<td>8.0</td>
<td>3.3</td>
</tr>
<tr>
<td>Below median PI flows</td>
<td>4.8</td>
<td>4.4</td>
<td>6.6</td>
<td>6.2</td>
<td>7.8</td>
<td>3.9</td>
</tr>
</tbody>
</table>

\(^a\) private sector investment.

Notes: All figures are in percentages. All figures are weighted averages with the real dollar GDP for each region as the respective weight. Calculations for totals include all available observations for emerging economies. For comparative analysis, only observations are considered when portfolio inflows are present. Median portfolio flows relative to GDP are calculated only for emerging economies on a real GDP weighted basis. Authors’ calculations are based on the IMF, International Financial Statistics and the UNU/WIDER World Income Inequality Database. Where observations are missing, the share of income for the bottom 20 per cent are calculated based on the methodology described in Dollar and Kraay (2001a).
Portfolio flows and income inequality
Portfolio flows can be direct investments in bonds and stocks, short-term international bank loans to domestic borrowers and transfers to multinational banks (MNBs) in emerging economies. Typically, only a small section of the credit market will gain access to the additional liquidity. For instance, only large domestic corporations and the government will have access to the local capital markets. Similarly, international bank credit will likely only be extended to large borrowers that meet specific criteria, for example, minimum size. However, if reductions in financial constraints are limited to specific sectors, greater capital mobility will contribute to income inequality.

This leaves access to MNB credit. The often-expressed hope has been that increased MNB presence would result in fewer financial constraints for everybody due to the greater capital base and advanced technology that MNBs bring with them (Litan et al. 2001). However, greater MNB presence in emerging economies tends to increase financial constraints for some market segments and thus contributes to rising income inequality. Specifically, MNBs tend to concentrate their activities on specific market segments, such as large domestic corporations, multinational corporations, the central government and high net worth individuals (Weller 2000; Weller and Scher 2001). By creating more competition in these comparatively low-cost, low-risk market segments, though, the overall calculation changes for domestic banks. Cross-subsidization of higher cost market segments, such as start-ups, small and medium-sized enterprises (SMEs), middle-class borrowers and rural producers becomes harder. Domestic banks often reduce their credit exposure to these market segments in a reaction to greater competition from MNBs (Weller 2001a, 2005). As credit market segments experience rising financial constraints, income inequality will likely be exacerbated because investment and economic growth are unequally distributed as a result of the changed institutional credit market structure.

Portfolio flows, financial crises and poverty reduction
Portfolio flows can be withdrawn quickly from emerging economies when investors become jittery about the prospects of those countries, leading to financial crises. There is substantial evidence that links growing financial instability to financial deregulation. Furthermore, financial crises affect the poor more than the rich.

Deregulation of capital markets often means that greater liquidity is used increasingly for unsustainable, speculative expansions. For instance, Chang et al. (1998) argue that the cause of the Korean crisis had been FL, which allowed large short-term capital inflows to be used for excessive investments. While each episode of financial crisis has its own unique characteristics, there are some general trends evident in all of them that point an accusing finger at capital account liberalization.

Short-term portfolio investments are attracted by and fuel asset price speculations (Weller and Morzuch 2000; Grabel 1993, 1998). Financial crises that result from such investments are preceded by a widening gap between financial market
trends and real economic outcomes. As investors recognize that their investments are unlikely to yield the expected returns, they withdraw their short-term portfolio funds, precipitating a crisis (Grabel 1993, 1998; Weller 2001b).

Previously credit-constrained sectors receive financing after FL because interest rate constraints are reduced and more capital is available due to higher deposit rates, increased capital inflows, or both. More capital might increase investment, expanding the real and the financial sectors, which may result in the generation of additional funds through more deposits and more capital inflows. Capital inflows in turn lead to an appreciating currency, thereby attracting again more capital, but hampering the real sector through worsening terms of trade (see, for example, Chapter 14 on Brazil).

Investors seek new investment opportunities with these additional funds, which become increasingly available in domestic equity markets (Arestis and Demetriades 1999; Weller 2001b); faster stock market growth and enhanced stock market liquidity attract more speculative equity market investments. At the same time, credit rises since higher interest rates and asset prices offer banks incentives to expand their lending (Grabel 1993, 1995b; Weller 2001b). Both asset market investments and increased credit expansion are made in anticipation of increasing short-term rates of return. Although increased liquidity may help to bolster productive investments, short-term financial rates of return tend to outgrow rates of return for productive investments due to deteriorating terms of trade and deregulation euphoria, thus leading to further diversion of funds into financial market investments, fuelling an asset market boom (Demetriades 1999). With a growing diversion of funds into speculative investments, less financing is available for productive investments. Thus, asset market speculation fosters the divergence of rates of return on short-term speculative financial investments and productive investments.

Three factors influence this divergence. First, due to large capital inflows, the terms of trade tend to worsen, weakening the current account balance and slowing the real sector slows. Secondly, lenders become less willing to extend credit to the real sector where expected rates of return are below those generated in speculative asset markets. Thirdly, asset market speculation is also fuelled by deregulation euphoria. Specifically, rising asset prices inflate the collateral of borrowers, which in turn increases the amount of credit available in an economy; however, increasing prices also raises the expectations of lenders in terms of their anticipated rates of return. Simultaneously, rising wealth raises domestic consumption through the wealth effect. As, at least temporarily, above average rates of return on financial investments are sustained, investors are likely to underestimate their risks. Financial market competition can quickly created a ‘too big to fail’ problem due to herd behaviour, thus perpetuating the speculative boom.

Policy makers are caught in a bind since stabilizing measures for the exchange rate fuel investors’ expectations of a slowdown, such as higher interest rates, or they are limited in scope, such as the selling of reserves. Thus, speculative booms tend to end in a financial crisis as expected and realized rates of return eventually diverge. Subsequently, investors may withdraw their funds to seek more lucrative
investments elsewhere, resulting in rapidly falling exchange rates, rising borrower default, bank failures, declining growth and increasing unemployment (Alba et al. 1999; Demetriades 1999).

A number of studies have argued that stronger institutional settings could improve the chances to reap the full benefits of greater capital mobility (Arestis and Demetriades 1999; Chang et al. 1998; IMF 2001; Kose et al. 2004, Litan et al. 2001; McLean and Shrestha 2002). Weak institutional environments include, among other factors, inadequate capital standards for banks, lax regulatory standards for bank management and loan officers, loose licensing practices and insufficient transparency of capital markets as well as weak investor protection. Other important institutional weaknesses can include poor macroeconomic management, especially reflected in inconsistent and potentially politically-motivated monetary policies as well as large fiscal imbalances.

In contrast, a number of researchers have concluded that, while strong institutions can mitigate rising instability following FL, they cannot fully eliminate it. Arestis and Demetriades (1999) find that even where the necessary preconditions exist, such as effective supervision or macroeconomic stability, a strong link between FL and increased financial instability can be found. In addition, already existing structural weaknesses are likely to become even more severe in a deregulated environment. Alba et al. (1999) conclude that the crisis in Thailand can be traced back to FL that was introduced in a weak institutional environment. Similarly, Demetriades and Fattouh (1999) find that premature FL had caused the Korean crisis before existing weaknesses in the financial system could be addressed. This is not to say that institutional or macroeconomic weaknesses may not raise the likelihood of crises, but that they are unlikely to completely disappear.

This reflects the finding of several studies that the rise in crises was associated with more FL. Demirgüç-Kunt and Detragiache (1999) find, based on a study of 53 countries covering the period 1980–95, that the chance of a banking crisis increases after FL. Similar results are found by Kaminsky and Reinhart (1999) and Weller (2001b).

Greater economic instability tends to weaken the link between growth and poverty reduction. Lustig (2000), for example, finds that frequent crises are the single most important cause of rapid increases in poverty in Latin America. There have been more incidences of crises since 1980, when the wave of capital account liberalization began, which have cost countries up to 40 per cent of their GDP to resolve (Honohan and Kligebiel 2000). Although high-income earners are most likely to hold financial assets and thus feel the brunt of declining asset prices during a crisis, studies have also found that the economic burdens of a financial crisis are disproportionately borne by a country’s poor, who are more likely to be affected by declining demand as unemployment rises (Eichengreen et al. 1995). Weller and Hersh (2004) also show that it was macroeconomic volatility that adversely affected the incomes of the poor during crises and not financial instability per se.

At the same time that the need for social safety nets grows, capital flows limit governments’ ability to help the poor. Capital flows tend to punish governments for rising deficits (Blecker 1999). Investors tend to withdraw their funds following
increasing government expenditures, and when the IMF is called upon to help bail out the country, it often requires that the government reduce its spending in order to receive a loan. Subsequently, counter-cyclical macroeconomic policies are harder to enact by countries in a crisis. If they choose to pursue a counter-cyclical, expansionary path during an economic crisis, the costs of capital can rise sharply, thereby reducing the effects of the expansionary policy. Moreover, poor people, who are the most vulnerable in a crisis, are more likely to depend on the expansion of social safety nets. However, the expansion of social safety nets is automatically made more costly for emerging economies because of greater capital mobility. Thus, the fall-out from economic crises for the poor are larger, *ceteris paribus*, in more open economies than in more closed ones (Weller and Hersh 2004).

**The case of India**

To understand the interactions between portfolio flows, other macroeconomic factors, capital controls and poverty and inequality, it is useful to consider the example of a particular country, such as India (see also in this regard Chapter 11). It has moved very slowly towards capital account liberalization. As a result, it has received much less foreign investment than other countries, but managed to avoid the fall-out from the Asian financial crisis. At the same time, however, increased liberalization has led to a build-up of foreign reserves as a means of protection against greater instability, which appears to hamper poverty reduction.

From September 1992, India began allowing foreign institutional investors (FIIs) to invest in Indian stock markets. Unlike many other countries in the region that quickly loosened capital controls, India’s liberalization was intended to be gradual. Its portfolio flows have not been as volatile as those of many other emerging market countries and its portfolio flows on net have remained positive save for one year, 1998. In particular, India was one of the few Asian countries relatively unaffected by the 1997–1998 Asian financial crisis.

India has a variety of capital controls in place that, while less strict than in the past, are still used to manage its capital account. In terms of foreign portfolio inflows, India has a web of regulations that control who can invest in Indian companies and place limits on the level of investment. Only FIIs are allowed to invest in India’s markets and they must register with the Securities Exchange Board of India (SEBI) before investing. Limits were placed on how much a single FII could invest in a company and how much of a company can be owned by FIIs. India continues to loosen these regulations with the eventual goal of complete liberalization. For instance, the amount that FIIs could invest in a company has been raised from 24 per cent at the outset in 1992 to 49 per cent – although requiring approval from the company’s board and directors for any amount larger than 24 per cent.

Research has found that portfolio flows into India have been largely driven by returns on Indian stock markets (Chakrabarti 2001). Yet foreign investors also appear to care about macro policies, and both domestic (stock market returns and credit ratings) and external (London Interbank offered rate/LIBOR and emerging stock market returns) are found to be about equally important in determining
portfolio flows to India (Gordon and Gupta 2003). Thus, by improving the funda-
mentals of its economy, India does have some control over portfolio flows into the
country, despite continued capital controls.

As India moves towards further liberalization, it will inevitably focus on creating
an economic environment that can harvest benefits of portfolio flows while
attempting to mitigate, to the extent possible, the risks of a financial crisis. India
has identified low inflation, fiscal consolidation, comfortable foreign exchange
reserves and a strong financial system as conditions necessary to achieve both of
these ends. On several of these fronts, India has made good progress – inflation has
remained at less than 5 per cent, and foreign exchange reserves currently stand
around $140 billion, about half of which was accumulated in 2003 and 2004. Yet,
the government’s fiscal deficits remain high compared to its target of 3.5 per cent
of GDP. In addition, the financial system is still plagued by a relatively large
amount of non-performing assets (Jadhav 2003).

This approach has not been without its drawbacks. Specifically, the build-up of
massive reserves has given rise to a debate over the use of the excess capital
as means of furthering investment or protection from the fall-out of greater capital
mobility. Indeed, the rapid accumulation of reserves is a common feature of many
developing countries that have opened up their capital accounts, especially in
Asia. These reserves, although a necessary precaution to warding off financial
crises, are also a drag on economic growth. Foreign capital that could be used to
finance crucial investments are instead locked up and invested in the safest asset
there is – low-yielding US Treasury bills (see Figure 5.3).
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**Figure 5.3** Total capital inflows and foreign exchange reserves: India

*Source: Jadhav (2003).*
As India pursues the continued opening up of its capital account, its focus also remains on prudent macroeconomic management as a means of attracting foreign capital. The results of this gradual policy approach appear to be reflected in a comparatively low likelihood of financial crises. At the same time, income inequality remained low in comparison with other developing countries (WIDER 2005). Yet problem spots are becoming apparent. Although private investment has grown in India, this has largely come as a replacement of public investment (Chandrashekar and Ghosh 2005). Furthermore, even though officially reported levels of inequality are low, they mask rising inequality due to measurement problems. Consequently, the lack of a serious acceleration in investment and rising inequality, among other factors may prove a serious impediment to successful poverty reduction (Chandrashekar and Ghosh 2005).

Policy options

The literature shows that portfolio flows may have beneficial effects on poverty reduction in rather indirect and ambiguous ways. More portfolio capital inflows reduce capital constraints and they seem to foster financial market developments (Durham 2003; Levine 1997; Litan et al. 2001). Fewer financial constraints help to foster increased investments (Calvo and Coricelli 1993; Cornelli et al. 1996; Dixit and Pindyck 1994; Fazzari et al. 1988; Weller 2001b) and thus can result in faster growth. There is also some evidence that improved financial market developments may foster economic growth over the long run (Levine 1997). However, this comes at the price of systematically increasing instability (Arestis and Demetriades 1999; Grabel 1998; Weller 2001a). To some degree, high-quality institutions can mitigate the rising chance of financial crises (Alba et al. 1999; Arestis and Demetriades 1999; Demetriades and Fattouh 1999), but residual risks remain.

Consequently, policy makers and researchers have to consider two alternative venues. One would be to limit capital flows through capital controls. The other would be the development of strong domestic institutions to manage portfolio flows adequately and reduce the need for more capital inflows through greater domestic resource mobilization.

A country’s ability to use public policies to stabilize its financial market is limited by a lack of capital controls. At the same time, liquidity constraints may exist that provide countries with incentives to attract portfolio capital. The public policy issue is then to determine which capital flows are desirable and which ones are not. Specifically, is there a way to reduce portfolio flows and increase more long-term financial flows?

Capital controls

It is recognized, especially in light of the Asian financial crisis, that a country should have the right to control capital flows if they become a danger to its economic stability. The unilateral imposition of strict capital controls by Malaysia in the autumn of 1998 has served as a case study for the use of capital controls during
currency crises (Ariyoshi et al. 2000). The case of India also highlights the possibility for an emerging economy to attract foreign capital amid continued capital controls.

Countries can implement capital controls through a variety of mechanisms. For one, countries can impose minimum stay requirements. International investors would be prohibited from withdrawing their funds prior to a pre-set time limit; capital could only be withdrawn gradually, thereby helping to avoid a financial panic. Another approach is international capital transactions taxes, which would levy a penalty on short-term capital withdrawal, while impacting long-term capital to a lesser degree. Chile’s unremunerated reserve requirement (URR), in effect between June 1991 and September 1998, constituted an ‘asymmetric Tobin tax’ that was levied only on capital inflows. The URR was designed to make international loans with maturities of less than 90 days more expensive than loans with a greater maturity. Similar controls existed in Colombia with some effectiveness (Cardenas and Barrera 1997). Thirdly, countries could also impose outright prohibitions of certain types of capital movements. For instance, countries could require that profits earned on FDI be reinvested in the host economy.

Evaluations of the effectiveness of capital controls are rare. In a collection of 14 country studies, Ariyoshi et al. (2000) provided a preliminary evaluation of the effectiveness of capital controls in terms of stabilizing emerging economies. They found that: (i) capital controls cannot substitute for sound macroeconomic policies; (ii) no single measure can always be effective everywhere; (iii) targeted controls leave sufficient room to be circumvented, and hence are likely to be less effective than comprehensive controls; and (iv) the choice of controls is determined by the administrative capacity of a country.

However, the research did not consider the potential trade-off between greater stability and slower growth following the lack of capital. Klein and Olivei (1999) find that developed countries with open capital accounts were also more likely to grow faster from 1986 to 1995 than countries with closed capital accounts. Although their results did not find a link for developing economies, these findings may be subject to revisions as more and better data become available. Edison et al. (2002) concluded that greater financial integration, including fewer capital controls, might be associated with faster growth. Considering the aforementioned drawbacks, though, it is possible that faster growth in the short run will come at the expense of greater macroeconomic instability. In sum, this may prove an impediment to poverty reduction since the poor are more vulnerable to the fall-out from macroeconomic crises than other groups.

Besides controlling short-term capital, policy makers have also focused on attracting FDI (see Chapter 6). Some FDI includes the physical relocation of technology. But how much of this technology will benefit the host economy depends on national regulations. Wholly owned subsidiaries, for instance, are likely to guard their technological advantages very closely so as not to nurture competitors. In the case of joint ventures between foreign and local partners, such proprietary control is less likely. Public policies can encourage technology transfers, for example by requiring that foreign investors partner with local businesses by setting limits
on the share of a local business that foreign residents can own. Similarly, host economies can prohibit foreigners from owning real estate.

Although there are clear economic advantages on a theoretical level to implementing or maintaining capital controls in emerging economies, there are often drawbacks to their implementation (Gros 1987; Cardenas and Barrera 1997; Kitano 2004; Ariyoshi et al. 2000). For one, countries often need additional financial capital to finance investment. Also, once rules for capital inflows are loosened, it is difficult to reinstate controls on some form of capital flows and not on others. Countries that typically have had some form of capital controls, such as Chile or India, have gradually eliminated these, either because the remaining capital controls have been circumvented or because of a greater need for more foreign capital. Also, some capital controls are meant to slow down the flow of capital, not to eliminate it altogether, such as Tobin taxes. The expected rates of return from short-term investments in emerging economies are often a multitude larger than the speculation taxes imposed on short-term capital flows. Consequently, the effective use of capital controls requires supporting policies, for example, efforts at greater domestic resource mobilization.

**Institutional improvements to stabilize emerging economies**

Policies to stabilize portfolio flows could also focus on improving domestic institutions. Strong domestic institutions can at least mitigate, if not fully eliminate, the adverse effects of greater portfolio flows. Specifically, effective bank-level management and sound official supervision should strengthen the stability of emerging financial sectors and market discipline (McNaughton et al. 1992; Caprio and Honohan 1999; Barth et al. 2002; Goldstein and Turner 1996). Also, sound financial regulation that would result in more asset diversification, more balanced financial structures – for example, between debt and equity – and better enforcement of contracts and regulations can help to raise the stability of local banking systems as risk exposures of individual institutions are limited. Finally, greater market discipline appears to work well if banks are forced to disclose accurate information and if private market participants have incentives to monitor financial institutions.

Another stabilizing institution in developing economies is increased civil liberties. Civil liberties in general and workers’ rights in particular can create a macroeconomic environment that is less conducive to speculative investments. Improved workers’ rights result in higher productivity growth in the formal economic sector, thus leading to faster economic growth. Improved workers’ rights and, more broadly, better civil liberties tend to result in a better distribution of income, both among workers and between workers and firms. These benefits tend to be spread beyond the formal labour market just as civil liberties tend to give rise to more redistributive policies and more public investment, for example, in education. In other words, better civil liberties lead to larger overall output that gets more evenly distributed. As the benefits of faster growth are more evenly distributed, local demand is stronger and more stable. Because the liberalized pre-crisis environment is typically characterized by more credit and more investments, stronger demand
as a result of better civil liberties means that supply and growth increase in tandem, rather than supply outpacing demand. Default risk falls and the chance of a crisis is diminished.

The bulk of the research on workers’ rights and civil liberties shows that they are associated with significant increases in economic growth in the nations that have implemented and enforced them. In particular, child labour, forced labour, labour market discrimination and legislation barring unionization or collective bargaining all inhibit productivity growth (Maskus 1997; Acemoglu and Shimer 1999; Palley 2000, 2001; Buchele and Christensen 2000, 2003; Aidt and Tzannatos 2003).

The evidence on the effect of workers’ rights and civil liberties on income distribution is even more powerful. Besides making the economic pie larger, adopting labour standards also increases how equally the pieces of this pie are cut (Rodrik 1999; Palley 2000; Aidt and Tzannatos 2003). Additionally, Alesina and Rodrik (1994) pointed out that more equal income distribution is, in and of itself, correlated strongly with improved economic performance. Workers’ rights, then, help bring about a virtuous circle of equality and economic growth. Buchele and Christiansen (2003) found a similarly striking correlation between an index of workers’ rights and income equality in a sample of Organization for Economic Co-operation and Development (OECD) nations.

As a result, financial stability increases. Weller and Singleton (2004) showed that political freedom – including labour standards – is an important determinant of financial stability. The evidence also shows that the severity of crises, if they occurred, was muted in countries with better workers’ rights and civil liberties. After the Asian currency crisis of 1997–1998, South Korea fared relatively well in its recovery, while Indonesia fared particularly poorly. Rodrik (1999) found that institutions promoting democratic rights, rule of law and social safety nets are an important factor in enabling nations to rebound more quickly from economic shocks. Lustig (2000) similarly argued that the existence of decent social safety nets is one of the most important crisis-recovery policies a nation can adopt. Finally, Chakraborty and Rawlins (2004) showed that countries with more political freedoms were better able to take advantage of increased capital flows.

**Institutional improvements to mobilize additional saving**

Improved institutions may only reduce, rather than eliminate financial instability. Consequently, proposals also focus on raising funds domestically – for example, through the developments of indigenous banking systems and the introduction of tax reform.

To improve the collection of funds domestically, indigenous financial institutions could be strengthened. Many policy makers in emerging economies have pinned their hopes on foreign participation to improve local financial markets. Although emerging financial systems have seen the market share of foreign institutions rise quite rapidly, most of the benefits from this development have been concentrated among clients, such as multinational corporations, large domestic corporations and high net worth individuals, who were already well served. At the same time, financial constraints for other markets may actually increase, as previously discussed.
To counter this trend, public support could be granted to local banks, where banking services are currently scarce. Public support can come in the form of tax-free status, for example, credit unions in the USA; public ownership and thus public guarantees for loans, for example, public savings banks in Germany; or office space for postal savings unions, for example, postal savings unions in Japan (see also in this regard Chapter 9 on Malaysia).

Among open countries, those with larger domestic banking systems have smaller portfolio capital inflows than those with smaller domestic banking systems and vice versa. The differences are quite sizeable. Among all open emerging economies, those with domestic banking systems that are larger than the median size for all emerging economies, portfolio inflows totalled 0.4 per cent of GDP. In those with domestic banking systems below the median size for open emerging economies, portfolio flows totalled 1.3 per cent of GDP (see Figure 5.4). Broken down by region, we see that there is little difference for Africa and Latin America, but that the size of portfolio capital inflows varies sharply in line with the size of the domestic banking sector in Asia, the Middle East and the transition economies of Central Asia and Central Europe.

![Figure 5.4 Portfolio inflows and size of domestic credit market](image)

**Notes:** Authors’ calculations based on data from the IMF, International Financial Statistics; IMF, Exchange Rate Arrangements and Restrictions; and the Bank for International Settlements, International Financial Statistics. Domestic credit is defined as total credit minus MNB credit relative to total credit. The median size of the domestic credit market is determined for all open emerging economies. An emerging economy is classified as open following the IMF’s classification until 1995. Since 1995, a country has been classified as open if the IMF indicates that it has more capital mobility categories without restrictions than with restrictions.
Among the most important publicly supported financial institutions are postal savings banks (Scher 2001). Much of the public subsidy comes in the form of subsidized office space for these financial institutions since they are housed within the post office. Another subsidy results from tax exemption, for example in China, India and Viet Nam. Because of the relatively small cost, postal savings institutions can be effective in garnering money in underbanked populations. Postal savings institutions tend to be particularly successful for the savings mobilization among rural populations and for the provision of financial services to low-income populations and women (Scher 2001).

Focusing on expanding domestic financial institutions may offer two advantages. First, it may reduce the probability of financial crises, which tend to harm the poor disproportionately. Second, it may disproportionately benefit populations that are already likely to face greater financial constraints than others, helping to counter the direct adverse inequality effects of portfolio inflows.

In addition, the efficiency and progressivity of the tax system could be enhanced (Schmitt 2003). If a government can raise more revenues and do so in a more progressive manner, it has more resources available for public infrastructure investments and for a bigger social safety net, without restricting demand unnecessarily in the short run and building a foundation for faster growth in the future, for example, by investing in health and education (Schmitt 2003).

To improve the tax system, though, requires two separate policy moves. First, the efficiency of tax collection has to be raised. Developing economies tend to collect comparatively smaller shares than industrialized economies (Tanzi and Zee 2000). This can be improved through the use of modern information technology systems in conjunction with a reorganization of local tax collection authorities, and through the implementation of effective self-assessment by implementing credible deterrents for tax evasion and effective internal supervision of staff (Baer et al. 2002; McCarten 2004).

One proposal suggests the establishment of large taxpayer units with the tax administration. These units would be ‘focusing on the few largest taxpayers with a highly trained and closely monitored small team of elite tax administrators’ (McCarten 2004, 13). The goal is to reduce tax negotiation with the largest taxpayers. This should increase the efficiency of tax collection and reduce the uncertainty about tax liabilities for investors. Empirical evidence suggests that such narrowly focused institutional changes can be successful (Baer et al. 2002; McCarten 2004).

At the same time that tax collection is improved, the tax structure could be made more progressive. Many tax systems in industrializing countries are substantially less progressive than those in industrialized countries (Schmitt 2003). Both changes could help to mobilize large amounts of money, which often would exceed other sources of income for emerging economies, such as foreign aid (see Table 5.2). Also, the additional revenues that could be raised could surpass developing countries’ expenditures on health and education. With investments in a better tax collection and a more progressive tax structure, developing economies may be able to finance large-scale improvements without depending on foreign capital.
Conclusion

Developing economies have, for the most part, taken to the idea that opening their countries to trade and international capital helps them to grow faster, and in turn to reduce poverty in their countries. With regard to liberalized capital flows, the record has been clear in showing that although there are indeed benefits to having access to foreign capital, there are also great costs. These costs are most acute when considering short-term portfolio flows, which can quickly be pulled out by foreign investors when they become sceptical about their investments in emerging markets, causing financial crises, crippling economic growth and hindering poverty reduction.

Some economies have played with the idea of returning to some form of capital controls to maintain greater stability in their financial systems. These have been successful to some extent in certain cases, such as that of Malaysia following the Asian financial crisis. For long-term uses, the need for short-term stability may conflict with the more long-term need for additional capital. To address these potentially conflicting goals, policy makers should not consider capital controls in isolation. Instead, the use of capital controls should be considered carefully in

Table 5.2  Relative size of extra tax revenue under the US tax model

<table>
<thead>
<tr>
<th></th>
<th>Comparisons (1995–2000 average)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current revenue</td>
</tr>
<tr>
<td>Argentina</td>
<td>22.9</td>
</tr>
<tr>
<td>Bolivia</td>
<td>22.9</td>
</tr>
<tr>
<td>Brazil</td>
<td>38.1</td>
</tr>
<tr>
<td>Chile</td>
<td>22.7</td>
</tr>
<tr>
<td>Colombia</td>
<td>12.4</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>19.9</td>
</tr>
<tr>
<td>Dom. Republic</td>
<td>16.4</td>
</tr>
<tr>
<td>Ecuador</td>
<td>15.7</td>
</tr>
<tr>
<td>El Salvador</td>
<td>11.0</td>
</tr>
<tr>
<td>Guatemala</td>
<td>10.3</td>
</tr>
<tr>
<td>Honduras</td>
<td>19.6</td>
</tr>
<tr>
<td>Mexico</td>
<td>17.4</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>30.5</td>
</tr>
<tr>
<td>Panama</td>
<td>27.6</td>
</tr>
<tr>
<td>Paraguay</td>
<td>14.1</td>
</tr>
<tr>
<td>Peru</td>
<td>17.7</td>
</tr>
<tr>
<td>Uruguay</td>
<td>28.3</td>
</tr>
<tr>
<td>Venezuela</td>
<td>17.2</td>
</tr>
</tbody>
</table>

Notes:
NA = not available.
All figures are in percentage of GDP.
conjunction with other policies to stabilize emerging economies and to mobilize additional savings.

Serious policy options should consider institutional improvements as a way to lower the chance of financial crisis. Although some research indicates that institutional improvements cannot prevent a financial crisis, they can at least lower the probability of such an occurrence. Institutional reforms can focus on raising more domestic capital and ensuring more efficient allocation of it. Improved bank management and official supervision, sound financial regulation that encourages financial diversification and implementation of stronger political freedoms, including workers’ rights, could help allocate capital to more productive uses and distribute income more equitably. At the same time, improved tax collection and the development of indigenous banking systems can help economies raise capital domestically, so that they do not have to depend to the same extent on foreign capital to make necessary investments. By promoting economic growth through implementing such policies, developing countries could accelerate their poverty reduction efforts.
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Introduction

North–South capital flows are likely to allow countries in the South to grow independently from their (low) domestic saving rate, thereby reducing possible financial constraints to growth. They allow the financing of balance-of-payments deficits in the early stages of development, so that a country can import intermediate and capital-intensive goods, which are essential for productive capacity. They improve the allocation of domestic and foreign capital and facilitate the transfer of technology and know-how. Hence, private capital flows have the potential to boost growth and to contribute to improvements in the standard of living in developing countries. This potential does not seem to have been fully exploited yet, especially in African countries.¹

At the same time, capital inflows affect income distribution though the direction of causality is not always clear. According to Oxfam (2002, 3), over the last 30 years or so the flows seem to have generated a redistribution of income from ‘the poor to the wealthy in a magnitude such that it has probably more than cancelled out any positive impact they may have on growth, even in the long term’. This redistribution has been both between countries – from the South to the North, especially in terms of repatriation of profits and as a consequence of financial instability – and within countries – from unskilled to skilled workers and/or from workers to rent seekers and entrepreneurs.

Against this background, foreign direct investment (FDI) offers a number of advantages with respect to other types of private capital inflows, making it, in the term coined by Loungani and Razin (2001), ‘the private capital inflow of choice’ for many developing countries. With respect to portfolio flows, FDI – that is, ‘the category of international investment in which an enterprise resident in one country (the direct investor) acquires at least 10 per cent in an enterprise resident in another country (the direct investment enterprise)² – are more stable, do not show a pro-cyclical pattern and have been resilient during the recent financial crisis. The relatively low volatility of FDI is likely to depend upon the presence of an element of irreversibility in the decision-making process: investors, when deciding about an FDI, take a long-term view of the market; furthermore, it is more difficult to liquidate
assets, at least in the case of greenfield investments. Because of these characteristics, greenfield FDI, which make up more than half of the private flows to developing countries, are considered the most important for boosting growth\(^3\) (in this regard see Chapters 8 and 9 on Mauritius and Malaysia). But, if there are no major changes in income distribution, faster growth rates are likely to lead to higher rates of poverty reduction (Dollar and Kraay 2002); on the other hand, inward FDI increases wages in leading sectors and may negatively affect income distribution and therefore has a perverse effect on poverty. Furthermore, the effect of FDI on growth, income distribution and poverty in developing countries depends to a large extent on their composition – for example, mergers and acquisitions (M&A) are more likely to be temporary than greenfield investments – and on the sectors where capital is allocated; the level of labour intensity affects the distribution of wages, profits and rents and the share of skilled versus unskilled workers affects the relative wages.

In this chapter, we analyse the effects of (the new patterns of) FDI on growth and inequality on a sample of 27 countries located in different regions of the world,\(^4\) with the aim of assessing whether they can play a role in poverty reduction. The chapter begins with a (brief) selective review of the current literature of why capital inflows can be beneficial and/or harm long-term growth and affect income distribution. We make separate analyses of the links between FDI and growth\(^5\) and those between FDI and inequality,\(^6\) identifying the channels of transmissions.

This is followed by a brief sketch of the main characteristics of capital inflows, their sectoral distribution and the trend in income inequality and poverty. In various respects, the countries in our sample are very different from one another as far as the capacity to attract funds, the endowment of resources, the stage of industrialization and, therefore, the sectoral composition of inflows. Next, we test the presumption that FDI in different sectors activates growth in different ways: with FDI in the highly labour-intensive (low skilled) manufacturing sector more likely to increase gross domestic product (GDP) than FDI in mining, energy or construction, which are more capital-intensive and characterized by a higher share of skilled workers and high rents.

We conclude by drawing some policy implications, discussing whether it is worthwhile for countries that do not have ‘good initial conditions’ to initiate FDI and whether incentives for FDI could be allowed under the current rules of the World Trade Organization and, finally, addressing the issue of how the credibility of institutions, in a broad sense, may affect the relationship between FDI, growth and income distribution.

**Review of the literature**

This section, after a brief introduction on FDI motivations, sketches the channels through which FDI can boost growth in developing countries and those through which it affects income distribution.\(^7\) It also analyses the indirect effects: FDI feeds growth and in turn growth alleviates poverty and affects distribution.
The theoretical literature: motivation and channels of transmissions

FDI tends to follow an ‘industrial logic’ and can be:

- **resource seeking**: firms invest in countries with (abundant) cheap production factors – while in the past there were only (cheap) natural resources to trigger FDI, more recently skilled inexpensive labour has also become an important motivation;
- **market seeking**: access to host countries’ markets for processed goods is crucial in a global world, hence, transport costs, differences in consumer tastes and the magnitude of host economies are important;
- **efficiency seeking**: the efficient use of resources can depend on the degree of openness to trade; and
- **strategic asset seeking**: for instance, through the internationalization of research and development (R&D) activities.

However, the impact of FDI and, in particular, the benefits that a country may receive, depends upon a number of macroeconomic factors, such as the saving–investment balance in the country and the degree of international integration with trade partners. FDI generally occurs together with greater trade integration, which may reflect increasing vertical integration trade linkages. More precisely, the relationship between FDI and foreign trade at the company or industry level depends upon whether FDI is aimed at ‘substituting’ or ‘complementing’ the export activity and this, in turn, depends upon where funds are channelled. In general, in services trade and FDI can be expected to be largely complementary because establishing a commercial presence abroad generally brings stronger services trade. In manufacturing, vertical – that is, for specialized products that are at different stages of the production process – and horizontal – for differentiated products – FDI coexist. As pointed out by Markusen (2002) among others, in fact, the interdependence of trade and FDI derive from the fact that the decision to export or invest abroad in local production is increasingly made by the same groups. The objective of vertical investment is to take advantage of cross-country absolute and comparative advantage patterns by locating plants in different countries that specialize in different stages of production. In this case, trade and vertical FDI are complementary activities: firms will typically export components to foreign affiliates and re-export to the home (or other) markets the goods produced abroad. The objective of horizontal investment, on the other hand, is often to enter a large market and, in this case, FDI and export tend to be substitutes. For developing countries, a vertical strategy dominates, in which production is fragmented into stages in order to exploit cross-country comparative advantages.

**Institutions and other factors**

Domestic institutions can also play an important role in attracting FDI and, at the same time, affect their possible impact on growth, income distribution and the poverty level. The existing literature has focused on the level of democracy, transparency and good governance, property rights, tax systems and economic freedom...
to explain differences in capital inflows to different countries, on the grounds that capital tends to flow into countries with higher (better) investor protection. In contrast, natural resources and market size are investment conditions that can be changed by the domestic government – they are not exogenous but endogenously determined.

There is some agreement that politically stable countries attract more FDI than countries characterized by systems where property rights are not ensured or consolidated, since participation in international markets has obvious risks to investors, most notably the risk of direct or indirect expropriation. Furthermore, corruption and a high level of bureaucratic practices may also deter foreign investors. Apart from raising the cost of undertaking business, corruption slows down the process of obtaining permits necessary to operate in a country.

For developing countries, however, schools and other institutions developing human capital may be the most crucial factor, since they allow the bypassing of possible bottlenecks in the supply of labour. A critical level of education may exist below which it is not likely to attract capital.

Furthermore, financial markets often do not work properly (efficiently); improving their functioning can help channel the funds, which is particularly important for M&A. The legal and regulatory environment within a country is often not clear, thus differences in laws, regulations and enforcement between countries might increase transaction costs and asymmetries of information. The efficiency of firms is in turn affected by differences in the investor protection and corporate governance practices. The level of protection is higher in developing than in developed countries. However, this can be both a deterrent and a stimulus to FDI since firms producing in a country are not subject to restrictions – for instance, in exporting. Furthermore, it may be that the level of protection itself may not be significant, but could become so when combined with effective institutions. In addition, developing countries often lack good physical infrastructures. In short, all of these factors may define the ‘business environment’, which is a policy variable.

The channels through which FDI affects growth

While the traditional literature has focused on the exogenous growth model where the direction of causation between FDI and GDP growth was well determined, more recently causality has become an issue in the framework of endogenous growth models.

To the extent that FDI adds to existing capital stock, it is likely to have a ‘direct’ effect on growth – similar to that of domestic investments (see Zhang 1999) – and to allow for the transfer of technology, particularly in the form of a new variety of capital inputs; this channel may be crucial for developing countries, even if it can take time to be able to produce the imported technology independently. In addition, FDI can have a positive ‘indirect’ effect on growth through its impact on human capital. In developing countries, the spillovers due to training workers and managers by foreign multinationals in host countries could turn out to be even more important than the direct effect on growth. Finally, the presence of foreign investors increases competition by overcoming entry barriers and reducing the
market power of existing firms. Thus, FDI can enhance long-term growth in the South through capital accumulation, knowledge transfer – labour training and skill acquisition and diffusion – and positive externalities of various types. FDI is likely to increase productivity of domestic firms by exerting competitive pressure on local firms and forcing them to be more productive (Blomström and Kokko 1998). However, the existence of a positive correlation between the presence of FDI and higher productivity, as found in some studies, does not necessarily imply the existence of spillovers from foreign to domestic firms.\(^{17}\)

A number of mechanisms also exist through which foreign investment can generate negative externalities: foreign investors may increase the demand for scarce resources such as skilled labour and domestic credit and, therefore, raise production costs. Against this background, it is particularly relevant to assess the role of human capital and the interaction between FDI and human capital. It is the level of human capital that determines the ability to adopt foreign technology so that a larger endowment of human capital can induce higher growth. Also, a minimum threshold stock of human capital is likely necessary for FDI to have beneficial effects on growth.

The composition of capital inflows also affects their impact on growth. Since M&A consist of a transfer of property of existing capital, such investments in domestic investment are far less likely than greenfield investment – creating new capital – and have, therefore, a lower impact on growth. Furthermore, the advantages of FDI in terms of growth and income distribution, as mentioned above, are more likely to be observed in labour-intensive manufacturing and not in mining, where the peculiar composition between skilled and unskilled workers and between workers and rent seekers ‘reduces demand for unskilled labour and discourages investment in education’ (Cornia 2004, 196).

To sum up, the growth effects of FDI are complicated; however, for labour-intensive manufacturing sectors such as textiles, shoes, food processing and furniture (see Cornia 2004), they are in principle similar to those of international trade. When they are set in motion, they can, under specific circumstances, speed up convergence with a country entering a virtuous cycle of M&A followed by new greenfield investments to exploit the gains of efficiency.

**The channels through which FDI affects inequality**

In addition, the links between FDI and income inequality are complex and, in contrast to traditional trade and FDI theories that predict by allowing developing countries to specialize in less skill-intensive activities FDI reduces wage inequality in developing countries, hint that FDI is likely to perpetuate inequalities.

There are several channels at work described in the (scant) literature; see for instance, te Velde (2003). First of all, foreign firms tend to produce in skill-intensive sectors. If FDI then causes a relative expansion of skill-intensive sectors, this will improve the relative position of skilled workers and raise wage inequality (Feenstra and Hanson 1995).

Skilled workers are likely to be in a stronger bargaining position than less-skilled workers and this can increase the levels of income inequality. FDI may also affect
the supply of skills through firm-specific and general training and through contributions to general education. FDI is also likely to induce a faster productivity growth of labour in both foreign (technology transfer) and domestic firms (spillover effects). If such productivity growth is skill-biased, FDI may increase skill-biased technological change (Berman and Machin 2000).

FDI can also affect non-wage income. For instance, FDI may increase profits and the return to capital, relative to other types of income such as that of the self-employed and employees. Finally, other effects on income inequality could be indirect – for example, through the effects on fiscal revenues and expenditures.18

We believe that to better understand the impact of FDI on inequality (both functional and personal), a ‘sectoral’ approach has to be followed. Again, as with growth, the channels by which FDI affects inequality are likely to be different in different sectors. Mining, for example, is a capital-intensive sector where workers are highly skilled and rents tend to be high. FDI in the mining sector is likely to raise the wages of high-skilled workers, widening the income gap. Moreover, once the rents are created, they can be shared in various ways, affecting the distribution of the gains. For instance, the government can extract rents by taxation and then redistribute it to poor people, thereby decreasing income inequality. However, this is not likely to be the case for most developing countries: a foreign firm may find it more convenient to pay high wages and ‘commissions’ in order to create strong local support for the firm, both between politicians and workers.

Conversely, manufacturing is a labour-intensive sector, and foreign firms investing in this sector in developing countries, seek low-paid, unskilled workers to reduce their costs. On the one hand, this raises the employment rate but, on the other hand, it reduces income inequalities between skilled and unskilled workers by increasing the demand for the latter.

Finally, services are not clearly labour or capital intensive. Hence, to analyse the impact of capital inflows in this sector on inequality we may need to look at the subsectors. For instance, telecommunications is capital intensive and uses skilled workers; in contrast, hotels and restaurants are more labour intensive and use unskilled labour forces. In this way, we can expect that capital going to the former affects inequality in a manner similar to that observed in the mining sector, while capital going to the latter affects inequality similar to manufacturing.

The empirical literature

FDI and growth

Many empirical contributions have tried to explain the relationship between FDI and growth;19 some have also considered how the credibility of institutions affects the FDI–growth nexus. Different studies, of course, use different explanatory variables and different methods to assess the FDI–growth–income distribution issue; however, there seems to be a consensus on using market size (often measured by the size of the population) and development level (measured by per capita GDP) of the host country as major determinants of FDI.20 An issue that is difficult to solve empirically is the mutually reinforcing relationship between FDI and growth: FDI is reactive to domestic conditions in the sense that foreign investors
are able to exploit favourable host country conditions – investment may lag rather than lead growth (see OECD 2001).

To by-pass the issue of causality, several recent empirical contributions have emphasized the use of gravity-style models, which incorporate both macroeconomic and geographical factors. In particular, beyond the market size and development level of the host country, FDI flows are assumed to depend upon the geographical distance between the home and host country. Distance is generally used to proxy not only transport, but also information costs since familiarity with the investment opportunities in the recipient country tends to decrease with distance. The role of transport and information costs, however, is likely to decrease with improvement in the transport systems and with increasing access to information typical of the current phase of globalization. Hence, the state of physical infrastructures becomes a relevant issue. To account for the observed geographical concentration of FDI, other control variables are often considered, such as dummy variables signalling whether the host and the source country share a common border or language or whether both are in the same trade agreement or currency union. As we have stated, FDI generates (positive or negative) spillovers through: (i) informal contacts and turnover of workers that can enhance productivity, but this channel only works if the host country is capable of absorbing the available knowledge (positive); or (ii) competition for scarce resources, therefore increasing production costs (negative). Using cross-sectional regressions, Caves (1996) finds that an increase in FDI – measured by the percentage of sales from foreign-owned firms – tends to lower domestic firms’ profitability and suggests that the absorptive capacity of the host country may not be appropriate. Haddad and Harrison (1993), in an early study on firm-level data for Morocco, claim that FDI hurts local firms, at least in the short term, because larger foreign firms compete with domestic ones (smaller) that lose market share and left with excess capacity, experience a decline in the productive use of their resources. However, several studies – for example, Globerman (1979) and Blomström and Persson (1983) – have observed a positive relationship between FDI and labour productivity. The rise in capital accumulation, knowledge and competition following an upsurge of FDI inflows can also improve the export performance of recipient countries. This occurred, for instance, in Southeast Asia.

As for the role of financial markets, Alfaro et al. (2004: 92) point out that well-functioning stock markets, by increasing the spectrum of sources of finance for entrepreneurs, play an important role in creating linkages between domestic and foreign investors [...] determining whether foreign firms operate in isolated enclaves with no links whatsoever with the domestic economy.

Hence, countries with more developed markets can exploit FDI more efficiently.

**FDI and inequality**

As far as the nexus between FDI and inequality is concerned, the literature is limited. There are two main reasons for this: the absence of a commonly accepted
theoretical framework and difficulties in comparing data. Furthermore, the results of the tests depend crucially on the proxy used – that is, FDI stock rather than FDI flow or income rather than wage inequality. Moreover, some empirical studies have used FDI just as an indicator for globalization (see Table 6.A2).

Tsai (1995), using an ordinary least squares (OLS) analysis, finds that there is a positive relationship between FDI and income inequality in the least developed countries (LDC); however, adding geographical dummies, he finds that the positive relationship may capture more differences in inequality between countries than the role of the FDI. In a recent paper, Basu and Guariglia (2004), using panel analysis both to estimate a fixed effect and a GMM first-difference model on the data of 199 countries, find that FDI induces growth, but also inequality. In terms of elasticity, they find that a 10 per cent rise in FDI increases the income inequality by 0.28 per cent.

Te Velde (2003, 21) confines the analysis on the impact of FDI on (wage) inequality to Latin America, claiming that even if ‘the results are tentative and the regressions on annual time series need to be extended to other LA countries’, FDI does not reduce income inequality. The effect of FDI on inequality strictly depends upon the initial conditions, the policies implemented and on the sectoral distribution of inflows. Using data from surveys for the period 1985–98, Milanovic (2002) studied the impact of globalization on relative income shares of low and high deciles. Defining globalization both as openness of the economy (using imports plus exports over GDP) and as FDI inflows (as share of GDP), he found that, at very low average income those with the highest income benefit from open trade. In countries with higher income levels the situation changes: the lowest and the middle class income increases more than the highest class. However, these results are not confirmed once FDI is taken into account, even when controlling for country-specific effects. Along the same lines, Ali (2003) uses the Gini coefficient to measure income inequality and the World Bank’s measures of globalization – that is, the rate of increase of the trade intensity ratio, the stock of FDI as a percentage of GDP and the log of average annual number of immigrants to the United States – as explanatory variables. While the growth rate of trade and the annual immigrants to the United States are negatively correlated with income (or consumption) inequalities, FDI has a positive impact. However, even if FDI explains 15 per cent of the variation in inequality and the effect is statistically significant, its magnitude is small. A percentage point increase in the variable increases the Gini index by only 0.01 per cent.

In a recent paper, Benassy-Queré and Salins (2005) claim, on the basis of both panel regressions (on 11 countries) and cross-section (on 42 developing countries), that openness to FDI tends to favour the wealthiest quintile of the population to the expenses of the others. However, FDI tends to reduce income differences between rural and urban areas, since although jobs for more educated workers are concentrated in cities, recently immigrated workers send money home (to the countryside). This (scant) literature fails to catch an important aspect – that is, the sectoral composition of FDI. If, indeed, foreign investments are addressed toward the labour-intensive manufacturing sector, the demand for unskilled workers and their wage rate is likely to increase (see Chapter 8 on Mauritius). On the contrary,
FDI inflows to capital-intensive manufacturing reduce demand for unskilled workers and hence their wage rate, as production requires a lot of capital relative to unskilled labour. Furthermore, as Cornia et al. (2003) point out, high volatility in commodity prices lowers incentives to invest in education and, as a consequence, worsens the long-term distribution of income. In addition, especially in the mining sector, FDI exacerbates inequalities as ownership of natural resources is concentrated in a few hands and the resulting rents are collected by the elites, whereas the distributive impact of FDI in the utilities sector depends upon the privatization process that has been carried out in the recipient countries. Indeed, such as in Latin America, the (often rising) prices of the services supplied by the privatized foreign-controlled companies and the employment impact on industrial restructuring did not contribute to reduce income inequalities.

Another important issue refers to the type of foreign investments: acquisition of domestic companies is expected to increase foreign exchange, but not the capital stock, employment and consumer welfare as greenfield FDI could do. To our knowledge, no empirical test addresses this issue.

**Empirical evidence: data and trends**

**FDI in developed and developing countries: some stylized facts**

In the last two decades foreign investments grew rapidly – from $55 billion in 1990 to almost $1.4 trillion in 2000 – and more countries as well as sectors have been involved in the internationalization process. However, FDI inflows experienced an abrupt halt in 2001, declining to $735 billion, less than half of the 2000 figure. In 2003, global inflows of foreign investments shrank for the third year in a row – to $560 billion – and an uneven pattern of regional trends emerged. While the worldwide downward trend was prompted by a plunge in FDI flows to developed countries, developing countries as a whole experienced a recovery. However, within this group the pattern was mixed; whereas FDI to Latin America and Central and Eastern Europe countries (CEEC) decreased, Africa and Asia benefited from an increase of foreign investments’ inflows. Preliminary data for 2004 (see UNCTAD 2005) seem to confirm this trend, even though Latin America becomes attractive again and services – especially in tourism, telecommunications and information technology – continue to attract relatively more funds than manufacturing.

The shift of FDI towards services is the result of a process started in the 1990s, initially in developed countries and more recently, although to a lesser extent, in developing countries and economies in transition. This shift is in line with the growing importance of services in GDP and with the limited tradability of many services. Most services are non-storable and hence need to be produced when and where they are consumed. Furthermore, the only way of serving foreign markets is by setting up local operations through FDI or by using non-equity arrangements, such as licensing.21 As a consequence, the world’s inward stock of services FDI quadrupled between 1990 and 2002, from an estimated $950 billion to more than $4 trillion – based on a survey of 61 countries accounting for more than four-fifths of the world’s stock of FDI, extrapolated to the world.
These developments point to a change in the channels by which capital inflows affect growth, poverty and income distribution in a developing economy. However, the net sum is unclear, since both positive and negative forces are at work. Services are in general less labour-intensive than manufacturing, have a different ratio of skilled to unskilled workers and tend to have higher rents. On the other hand, FDI could induce productivity gains to sectors where productivity was traditionally low and where the gap between developed and developing countries’ efficiency levels is larger.

In order to better understand the channels through which foreign capital can impact economic growth, Table 6.1 provides an overview of the weight of different types of FDI relative to GDP.

Table 6.1 Average values of cross-border M&A sales and greenfield investments inflows (as a percentage of GDP)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>1.31</td>
<td>1.50</td>
<td>4.24</td>
<td>0.86</td>
<td>1.70</td>
<td>−0.73</td>
</tr>
<tr>
<td>Brazil</td>
<td>2.63</td>
<td>1.49</td>
<td>5.66</td>
<td>3.35</td>
<td>1.24</td>
<td>4.01</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0.08</td>
<td>0.01</td>
<td>4.46</td>
<td>0.08</td>
<td>0.97</td>
<td>0.34</td>
</tr>
<tr>
<td>Chile</td>
<td>0.67</td>
<td>1.01</td>
<td>5.31</td>
<td>0.87</td>
<td>3.34</td>
<td>0.31</td>
</tr>
<tr>
<td>Croatia</td>
<td>0.03</td>
<td>−0.01</td>
<td>2.22</td>
<td>0.16</td>
<td>3.12</td>
<td>0.29</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.46</td>
<td>0.23</td>
<td>2.55</td>
<td>1.33</td>
<td>4.08</td>
<td>1.00</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.01</td>
<td>0.07</td>
<td>1.50</td>
<td>0.11</td>
<td>0.61</td>
<td>0.21</td>
</tr>
<tr>
<td>France</td>
<td>5.02</td>
<td>3.87</td>
<td>3.62</td>
<td>5.56</td>
<td>1.39</td>
<td>10.89</td>
</tr>
<tr>
<td>Germany</td>
<td>4.04</td>
<td>−0.90</td>
<td>7.49</td>
<td>−3.42</td>
<td>2.00</td>
<td>−6.51</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.52</td>
<td>0.14</td>
<td>1.25</td>
<td>0.49</td>
<td>1.98</td>
<td>0.71</td>
</tr>
<tr>
<td>Indonesia</td>
<td>0.22</td>
<td>0.35</td>
<td>0.55</td>
<td>−1.17</td>
<td>1.69</td>
<td>−1.52</td>
</tr>
<tr>
<td>Italy</td>
<td>1.32</td>
<td>1.59</td>
<td>1.48</td>
<td>−0.03</td>
<td>0.95</td>
<td>1.27</td>
</tr>
<tr>
<td>Republic of Korea</td>
<td>NA</td>
<td>0.87</td>
<td>NA</td>
<td>3.36</td>
<td>NA</td>
<td>0.36</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.02</td>
<td>0.00</td>
<td>1.57</td>
<td>0.05</td>
<td>0.21</td>
<td>0.11</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.00</td>
<td>0.05</td>
<td>1.90</td>
<td>0.07</td>
<td>1.31</td>
<td>0.10</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.16</td>
<td>0.59</td>
<td>0.80</td>
<td>0.64</td>
<td>0.75</td>
<td>0.54</td>
</tr>
<tr>
<td>Mexico</td>
<td>1.30</td>
<td>3.06</td>
<td>0.67</td>
<td>4.41</td>
<td>1.34</td>
<td>3.49</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.12</td>
<td>0.16</td>
<td>0.18</td>
<td>0.18</td>
<td>3.46</td>
<td>0.22</td>
</tr>
<tr>
<td>Poland</td>
<td>0.36</td>
<td>1.33</td>
<td>2.85</td>
<td>1.05</td>
<td>1.30</td>
<td>0.86</td>
</tr>
<tr>
<td>Romania</td>
<td>0.09</td>
<td>−0.04</td>
<td>1.07</td>
<td>−0.02</td>
<td>0.43</td>
<td>0.41</td>
</tr>
<tr>
<td>Slovakia</td>
<td>0.02</td>
<td>0.04</td>
<td>3.12</td>
<td>0.11</td>
<td>6.69</td>
<td>0.20</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0.02</td>
<td>0.05</td>
<td>0.07</td>
<td>0.10</td>
<td>2.91</td>
<td>0.04</td>
</tr>
<tr>
<td>Spain</td>
<td>0.88</td>
<td>1.64</td>
<td>2.38</td>
<td>3.73</td>
<td>1.15</td>
<td>8.63</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.13</td>
<td>0.13</td>
<td>1.66</td>
<td>0.21</td>
<td>0.35</td>
<td>0.70</td>
</tr>
<tr>
<td>Tunisia</td>
<td>NA</td>
<td>0.12</td>
<td>0.58</td>
<td>0.14</td>
<td>0.57</td>
<td>0.21</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.09</td>
<td>0.25</td>
<td>0.05</td>
<td>0.31</td>
<td>0.35</td>
<td>0.41</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>13.87</td>
<td>−5.02</td>
<td>18.96</td>
<td>−16.87</td>
<td>3.31</td>
<td>−7.49</td>
</tr>
</tbody>
</table>

Note: NA = not available.

Source: Authors’ analysis from UNCTAD data on FDI flows and cross-border M&A.
Data on M&A operations are from the United Nations Conference on Trade and Development's (UNCTAD) World Investment Reports for various years and, in line with Calderón et al. (2004), we construct greenfield FDI by subtracting cross-border M&A from FDI inflows. In developing economies, over time the M&A have substantially increased and now tend to prevail on greenfield investments. According to Calderón et al. (2004), much of this M&A increase is probably due to privatization of public assets (roughly one third).

To shed some light on the impact of FDI on growth and income inequalities, we need to take into account where the capital goes. Since disaggregated data are not readily available, we use a ‘shortcut’, drawing on the detailed online database provided for US FDI by the Bureau of Economic Analysis of the US Department of Commerce. Comparable data are not available for other home countries, and even though it cannot be ruled out that FDI from other countries can have different motivations and therefore a different impact on growth and inequality, it should be noted that the United States is one of the most important foreign investors and account for more than a quarter of worldwide outward FDI stocks (UNCTAD 2004).

Let us split up the value of US FDI (at historical cost basis) by industry, as in Tables 6.2 and 6.3, in 1995 and 2001 respectively.

Note that the system for classifying data on US affiliates by industry has changed between 1995 and 2001, making it sometimes difficult to compare data and calling for the exercise of particular caution. In 1995, resource-seeking FDI in the ‘petroleum’ sector accounted for almost 50 per cent of total US foreign investments in

Table 6.2 Sectoral composition of US FDI in selected regions, 1995

<table>
<thead>
<tr>
<th>Region</th>
<th>Total industries</th>
<th>Petroleum</th>
<th>Manufacturing</th>
<th>Wholesale trade</th>
<th>Depository institutions</th>
<th>Finance and insurance</th>
<th>Services</th>
<th>Other industries</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC, LA, Africa</td>
<td>211,884</td>
<td>15,712</td>
<td>84,275</td>
<td>17,796</td>
<td>8,795</td>
<td>63,850</td>
<td>11,544</td>
<td>9,911</td>
</tr>
<tr>
<td>(%</td>
<td>7.42</td>
<td>39.77</td>
<td>8.04</td>
<td>4.15</td>
<td>30.13</td>
<td>5.45</td>
<td>4.68</td>
<td></td>
</tr>
<tr>
<td>DC, LA, Africa</td>
<td>55,751</td>
<td>31,846</td>
<td>5,337</td>
<td>2,585</td>
<td>7,294</td>
<td>1,117</td>
<td>3,147</td>
<td></td>
</tr>
<tr>
<td>(%</td>
<td>3.34</td>
<td>9.57</td>
<td>4.64</td>
<td>13.08</td>
<td>2.00</td>
<td>5.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa and Turkey</td>
<td>6,990</td>
<td>3,317</td>
<td>1,724</td>
<td>382</td>
<td>357</td>
<td>692</td>
<td>217</td>
<td>302</td>
</tr>
<tr>
<td>(%</td>
<td>47.45</td>
<td>24.66</td>
<td>5.46</td>
<td>5.11</td>
<td>9.90</td>
<td>3.10</td>
<td>4.32</td>
<td></td>
</tr>
<tr>
<td>Asia</td>
<td>25,990</td>
<td>8,442</td>
<td>1,394</td>
<td>2,009</td>
<td>2,001</td>
<td>444</td>
<td>497</td>
<td></td>
</tr>
<tr>
<td>(%</td>
<td>27.01</td>
<td>32.48</td>
<td>7.73</td>
<td>7.70</td>
<td>7.70</td>
<td>1.71</td>
<td>1.91</td>
<td></td>
</tr>
<tr>
<td>CEEC</td>
<td>5,136</td>
<td>1,925</td>
<td>100</td>
<td>NA</td>
<td>1,086</td>
<td>44</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>(%</td>
<td>10.85</td>
<td>37.48</td>
<td>1.95</td>
<td>21.14</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:
NA = not available.

a France, Germany, Spain and the United Kingdom.
b Argentina, Brazil, Chile and Mexico.
c Given the lack of disaggregated data by country, the region as a whole is taken into account.
d Indonesia, Malaysia, the Republic of Korea and Thailand.

Source: Author’s calculations based on Bureau of Economic Analysis, US Department of Commerce.
Table 6.3  Sectoral composition of US FDI in selected regions, 2001

<table>
<thead>
<tr>
<th>Region</th>
<th>Total industries</th>
<th>Mining</th>
<th>Utilities</th>
<th>Manufacturing</th>
<th>Wholesale trade</th>
<th>Information</th>
<th>Depository institutions</th>
<th>Finance and insurance</th>
<th>Professional scientific and technical services</th>
<th>Other industries</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC(^a)</td>
<td>382,808</td>
<td>8,345</td>
<td>7,474</td>
<td>95,731</td>
<td>29,685</td>
<td>12,878</td>
<td>22,404</td>
<td>58,769</td>
<td>14,694</td>
<td>130,554</td>
</tr>
<tr>
<td>(%)</td>
<td>2.18</td>
<td>1.95</td>
<td>25.01</td>
<td>7.75</td>
<td>3.36</td>
<td>5.85</td>
<td>15.35</td>
<td>3.84</td>
<td>34.10</td>
<td></td>
</tr>
<tr>
<td>LA(^b)</td>
<td>110,632</td>
<td>3891</td>
<td>5,124</td>
<td>35,887</td>
<td>5,748</td>
<td>3,264</td>
<td>4,648</td>
<td>12,686</td>
<td>1,056</td>
<td>12,578</td>
</tr>
<tr>
<td>(%)</td>
<td>3.52</td>
<td>4.63</td>
<td>32.44</td>
<td>5.20</td>
<td>2.95</td>
<td>4.20</td>
<td>11.47</td>
<td>0.95</td>
<td>11.37</td>
<td></td>
</tr>
<tr>
<td>Africa and Turkey(^c)</td>
<td>17,215</td>
<td>10,720</td>
<td>269</td>
<td>1,794</td>
<td>1,195</td>
<td>743</td>
<td>754</td>
<td>643</td>
<td>131</td>
<td>907</td>
</tr>
<tr>
<td>(%)</td>
<td>62.27</td>
<td>1.56</td>
<td>10.42</td>
<td>6.94</td>
<td>4.32</td>
<td>4.38</td>
<td>3.74</td>
<td>0.76</td>
<td>5.27</td>
<td></td>
</tr>
<tr>
<td>Asia(^d)</td>
<td>34,153</td>
<td>8,867</td>
<td>0</td>
<td>13,821</td>
<td>1,795</td>
<td>157</td>
<td>2,540</td>
<td>1,210</td>
<td>1,373</td>
<td>1,862</td>
</tr>
<tr>
<td>(%)</td>
<td>25.96</td>
<td>0.00</td>
<td>40.47</td>
<td>5.26</td>
<td>0.46</td>
<td>7.44</td>
<td>3.54</td>
<td>4.02</td>
<td>5.45</td>
<td></td>
</tr>
<tr>
<td>CEEC(^c)</td>
<td>16,945</td>
<td>3,737</td>
<td>512</td>
<td>5,847</td>
<td>502</td>
<td>603</td>
<td>2,010</td>
<td>897</td>
<td>195</td>
<td>2,641</td>
</tr>
<tr>
<td>(%)</td>
<td>22.05</td>
<td>3.02</td>
<td>34.51</td>
<td>2.96</td>
<td>3.56</td>
<td>11.86</td>
<td>5.29</td>
<td>1.15</td>
<td>15.59</td>
<td></td>
</tr>
</tbody>
</table>

Note:
\(^a\)France, Germany, Spain and the United Kingdom.
\(^b\)Argentina, Brazil, Chile and Mexico.
\(^c\)Given the lack of disaggregated data by country, the region as a whole is taken into account.
\(^d\)Indonesia, Malaysia, the Republic of Korea and Thailand.

Source: Author's calculations based on Bureau of Economic Analysis, US Department of Commerce.
Afrca and Turkey, but a lower proportion in developed countries. This pattern is
even clearer in 2001, when US FDI in the mining sector, a proxy of this type of FDI,
accounted for more than 60 per cent in Africa and Turkey, compared to 2.2 per
cent in developed countries. Mining is capital intensive and, given the high costs
required to enter the market, is monopolized by large multinationals, whose for-
eign investments tend to be in economic enclaves with few linkages to the local
product and labour markets. Rather than spurring economic growth of poor host
countries, they tend to be rent seeking and might cause ‘Dutch disease’ effects.

In 1995, the structure of US FDI in the tertiary sectors also differed significantly
between developed and developing countries. In the former, investments are
mostly concentrated in finance and insurance – except for the CEEC, but in 2001,
US FDI shows approximately the same weight among developed countries and
some emerging economies. FDI in these sectors can have an important impact on
both the efficiency and stability of the banking system through increased competi-
tion and access to global financial markets. Hence, if FDI in the sector provides
an efficiency upgrading of the domestic credit market, the whole economy is likely
to be positively affected.

Skill-intensive services – professional, scientific and technical services – cover
4 per cent of total US FDI to Asia, the highest relative contribution. Even excluding
India, where recently trends of international de-localization of services have been
detected, foreign investments go to Asia thanks to the endowment of human capital.
What we expect is a positive correlation between FDI in these sectors and income
inequalities: a higher demand of skilled workers triggered by foreign firms should
determine an increasing gap between wages of skilled and unskilled workers.

US foreign investments in manufacturing are evenly distributed across all areas:
they account for almost 60 per cent in Latin America and, in 1995, were wide-
spread in all countries except in Africa and Turkey. However, in 2001 their weight
dropped heavily in some regions (excluding Asia) and there was a surge of ‘other
industries’, with such construction and transportation having a likely detrimental
effect on domestic growth. Without an appropriate and stable regulatory system,
foreign investors could have a superior market power causing a sort of, ‘crowding-
out’ effect towards domestic firms. FDI to manufacturing sectors is likely to have a
much larger effect on recipient economies, as the linkages to the host country are
better defined; however, different peculiarities have to be taken into account.

US FDI in food products shrinks in all areas, while their share in chemicals and
transport equipment – that is, medium-high technology industries, according to
the Organization for Economic Co-operation and Development (OECD) classifica-
tion based on technology – generally increases. On the one hand, a higher tech-
nological nature of industries such as chemicals is likely to increase the probability
of technology transfer and know-how spillovers from foreign to domestic firms.
On the other hand, the larger amount of physical and human capital used could
spur income inequalities.

Effects of sectoral composition of FDI are presumably different across regions.
During the time period considered, US foreign affiliates operating in electrical
equipment weight heavily in Asia and in developed countries, while they play a
marginal role in other areas. By contrast, in the CEEC foreign investments in (unskilled) labour intensive industries can be detected.24

An uneven pattern across regions also emerges regarding the distribution of ‘other manufacturing’ industries, which denotes prominently medium-low sectors.25 In 1995, FDI in these sectors is substantial in all areas considered. However, while in most LDC economies they represent the bulk of foreign investments, in Asia and in developed countries they are less than US FDI in high- and medium-high-tech industries such as chemicals, machinery and electrical equipment. While in 1995 R&D activities were largely concentrated in developed countries and Latin America, in 2001 it seems that, probably also as a result of the economic crises in South America, they have been partially shifted to developed countries and Asia. In other regions, scarce R&D investments may have not contributed to the generation of technological spillovers, which have probably constrained growth in host economies. On the other hand, R&D expenditure, which is in general positively correlated with skilled workers, has prevented widening income inequalities. Furthermore, it is worth noting that, notwithstanding a decline in 2001, US foreign affiliates employ a larger share of workers in developing countries. Again, this can suggest that FDI tends to be more labour intensive in developing countries, and, as a consequence, more likely to increase the labour share and incomes of the bottom quintiles of population.

Income inequality and poverty: some stylized facts

Cornia et al. (2003) point out that within-country inequality rose during the 1980s and 1990s. Analysing 73 countries that account for 80 per cent of the world’s population and 91 per cent of GDP, they show that after a general decline from the 1950s to the 1970s26 income inequality started to rise again in 66 per cent of the countries analysed. In roughly two-thirds of the sample – that is, 59 per cent of world population and 71 per cent of world’s GDP – the levels of inequality increased.

In particular, 40 per cent of countries with rising inequality show either a continuous or stable increase in inequality, whereas the remaining 60 per cent show a U-shaped trend. The turnaround started at a different point for each country: in the 1970s in Sri Lanka, Thailand and the early OECD liberalizers and from 1989 to 1992 in the transition economies. By contrast, there was a decline in inequality in only 12 per cent of the sample but, apart from France and some East Asian tigers (Malaysia, the Philippines and the Republic of Korea), these are small countries (the Bahamas, Honduras and Jamaica). Finally, in 22 per cent of the sample the trend is unclear.

In an attempt to explain this trend in income inequality, Cornia and Court (2001) claim that ‘traditional causes’ of inequality – that is, land concentration or urban bias – offer little help. Looking at changes in the world economic system, they detect ‘new causes’ – that is, capital account and trade liberalization – that are linked to liberalization policy carried out in the last three decades and to the development of structural programmes proposed by international organizations.
In Table 6.4, we report the inequality trend from the analysis by Cornia and Court (2001) for the 27 countries included in our sample. Roughly 70 per cent of the countries show a rising trend in inequality and, in particular, all economies in transition. Among the developing countries, however, only those from Southeast Asia show a constant or declining trend.

Inequality and growth are strictly correlated to poverty reduction. The debate on whether the poor benefit from economic growth is also relevant in this context as we claim that FDI affects growth and, hence, indirectly inequality and poverty. It is interesting to analyse how poverty reduction is affected by variation in both inequality and growth. Table 6.5 reports data on income inequality and poverty based on Ravallion (2001).

### Table 6.4 Income inequality changes in sample (27) countries from the 1960s to the 1990s

<table>
<thead>
<tr>
<th>Inequality</th>
<th>Developed countries</th>
<th>Developing countries</th>
<th>Transitional countries</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rising</td>
<td>Italy, Slovenia, a</td>
<td>Argentina, Chile,</td>
<td>Bulgaria, Croatia, a</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Spain, United</td>
<td>Mexico, Morocco, a</td>
<td>Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kingdom</td>
<td>Thailand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>Germany</td>
<td>Brazil, Indonesia</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Turkey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Declining</td>
<td>France</td>
<td>Malaysia, Republic of Korea, Tunisia</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>6</td>
<td>11</td>
<td>10</td>
<td>27</td>
</tr>
</tbody>
</table>

**Note:**
aCroatia, Morocco and Slovenia were not included in Cornia et al. (2003).

**Source:** Cornia et al. (2003).

### Table 6.5 Income inequalities and poverty

<table>
<thead>
<tr>
<th>Average household income per capita</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Income inequality</strong></td>
</tr>
<tr>
<td>Rising (17% of cases) poverty</td>
</tr>
<tr>
<td>rising at 14.3% per year</td>
</tr>
<tr>
<td>Falling (26% of cases)</td>
</tr>
<tr>
<td>poverty rising at 1.7% per year</td>
</tr>
<tr>
<td><strong>Rising (30% of cases)</strong> poverty</td>
</tr>
<tr>
<td>falling at 1.3% per year</td>
</tr>
<tr>
<td><strong>Falling (27% of cases)</strong> poverty</td>
</tr>
<tr>
<td>poverty falling at 9.6% per year</td>
</tr>
</tbody>
</table>

**Source:** Ravallion (2001).
According to Table 6.5, even if the impact of FDI on growth is positive, its effects on poverty depend upon income inequality. A rising level of income inequality reduces the effect that growth has on poverty: the proportion of the population living under the poverty line declines by just 1.3 per cent per year, despite a 9.6 per cent decline if growth is rising but inequality is decreasing. On the other hand, a decrease in inequality may reduce the impact on poverty during a recession: poverty rises by only 1.7 per cent if both growth and inequality decline. Otherwise, a growing inequality during a recession may push the median rate of increase of 14.3 per cent per year in the proportion of the population living under the poverty line. Poverty tends to be even more widespread because of falling average income per capita and worsening inequality.

Does FDI affect growth and income inequality?
A sectoral analysis

The purpose of our empirical analysis is to understand the different impacts on growth and inequality of FDI in manufacturing, services and mining. In other words, we claim that there is a potential important impact of sectoral composition of foreign capital flows.

The analysis is carried out for the period 1990–2001 with a sample of 27 countries selected from developed, transitional and emerging countries. We have not included low- and medium-low-income countries, where institutional weakness is particularly pronounced and the misallocation of FDI could have an even more distorted effect on growth and distribution. We run panel data models with random effects and the estimation results are reported in Table 6.6.

In columns (1), (2) and (3), we control for the impact of foreign investments in manufacturing, services and mining sectors respectively. In order to address the issue of causality, we enter lagged (one period) FDI. Since the Hausman test does not allow us to reject the null that the difference of coefficients is not systematic, we only report results obtained with fixed effects, which are more consistent than random effects in this case. From the results in column (1) we see that FDI in manufacturing has an overall positive and significant impact on the annual economic growth rate of the recipient countries. We expect this result since, as pointed out above, manufacturing investments by nature tend to create more backward and forward linkages in the local economy. However, the interaction variables denote that this effect is not the same for all geographical areas. Indeed, the interaction term is negative and so is the overall numerical value in developing countries, both CEEC and LDC in other regions. This could be due to the fact that in these countries foreign capital inflows could be characterized by higher volatility. Secondly, the effect is likely to depend on the specific industries within manufacturing. CEEC and other LDC receive less FDI in high-tech sectors, that is, in those industries that contribute mostly to host countries’ economic growth given their R&D intensity.

The overall impact of services is higher than that of manufacturing, as shown in column (2). But also in this case, we find that the geographical distribution of FDI
Table 6.6  Estimation results of foreign investments in the manufacturing, services and mining sectors (dependent variable: growth)

<table>
<thead>
<tr>
<th>Dep. Var: growth</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial GDP per capital</td>
<td>$-0.12^{b}$</td>
<td>$-0.16^{c}$</td>
<td>$-0.15^{c}$</td>
<td>$-0.16^{c}$</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.05)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Credit development</td>
<td>$0.15^{c}$</td>
<td>$0.16^{c}$</td>
<td>$0.17^{c}$</td>
<td>$0.12^{c}$</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.04)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>$0.21$</td>
<td>$0.32^{c}$</td>
<td>$0.23^{b}$</td>
<td>$0.47^{c}$</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.10)</td>
<td>(0.11)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Schooling</td>
<td>$0.42^{c}$</td>
<td>$0.38^{c}$</td>
<td>$0.43^{c}$</td>
<td>$0.38^{c}$</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Institutional index</td>
<td>$0.12$</td>
<td>$0.19^{a}$</td>
<td>$0.08$</td>
<td>$0.14$</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.09)</td>
<td>(0.11)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>K</td>
<td>$0.07$</td>
<td>$0.09^{a}$</td>
<td>$0.10$</td>
<td>$0.04$</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.05)</td>
<td>(0.06)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>FDI\text{manuflag1}</td>
<td>$3.03^{a}$</td>
<td>—</td>
<td>—</td>
<td>$1.86$</td>
</tr>
<tr>
<td></td>
<td>(1.74)</td>
<td>(1.71)</td>
<td>(1.76)</td>
<td>(1.73)</td>
</tr>
<tr>
<td>$(\text{cees} = = 1)\text{*FDI\text{manuflag1}}$</td>
<td>$-3.20^{a}$</td>
<td>—</td>
<td>—</td>
<td>$-1.55$</td>
</tr>
<tr>
<td></td>
<td>(1.75)</td>
<td>(1.76)</td>
<td>(1.40)</td>
<td>(1.34)</td>
</tr>
<tr>
<td>$(\text{other Idc} = = 1)\text{*FDI\text{manuflag1}}$</td>
<td>$-3.03^{a}$</td>
<td>—</td>
<td>—</td>
<td>$-2.25$</td>
</tr>
<tr>
<td></td>
<td>(1.76)</td>
<td>(1.73)</td>
<td>(1.55)</td>
<td>(1.55)</td>
</tr>
<tr>
<td>Services\text{FDIlag1}</td>
<td>—</td>
<td>$-4.27^{c}$</td>
<td>—</td>
<td>$-3.49^{b}$</td>
</tr>
<tr>
<td></td>
<td>(1.18)</td>
<td>(1.18)</td>
<td>(1.18)</td>
<td>(1.18)</td>
</tr>
<tr>
<td>$(\text{cees} = = 1)\text{*Services\text{FDIlag1}}$</td>
<td>—</td>
<td>$-4.31^{c}$</td>
<td>—</td>
<td>$-2.80^{a}$</td>
</tr>
<tr>
<td></td>
<td>(1.18)</td>
<td>(1.18)</td>
<td>(1.18)</td>
<td>(1.18)</td>
</tr>
<tr>
<td>$(\text{other Idc} = = 1)\text{*Services\text{FDIlag1}}$</td>
<td>—</td>
<td>$-3.33^{b}$</td>
<td>—</td>
<td>$-2.78^{a}$</td>
</tr>
<tr>
<td></td>
<td>(1.42)</td>
<td>(1.42)</td>
<td>(1.42)</td>
<td>(1.42)</td>
</tr>
<tr>
<td>Mining\text{FDIlag1}</td>
<td>—</td>
<td>—</td>
<td>$-1.34$</td>
<td>$-51.52^{a}$</td>
</tr>
<tr>
<td></td>
<td>(1.84)</td>
<td>(1.84)</td>
<td>(1.84)</td>
<td>(1.84)</td>
</tr>
<tr>
<td>$(\text{cees} = = 1)\text{*Mining\text{FDIlag1}}$</td>
<td>—</td>
<td>—</td>
<td>$-0.46$</td>
<td>$14.82$</td>
</tr>
<tr>
<td></td>
<td>(2.46)</td>
<td>(2.46)</td>
<td>(2.46)</td>
<td>(2.46)</td>
</tr>
<tr>
<td>$(\text{other Idc} = = 1)\text{*Mining\text{FDIlag1}}$</td>
<td>—</td>
<td>—</td>
<td>$4.45$</td>
<td>$53.60^{a}$</td>
</tr>
<tr>
<td></td>
<td>(6.54)</td>
<td>(6.54)</td>
<td>(6.54)</td>
<td>(6.54)</td>
</tr>
<tr>
<td>Constant</td>
<td>$4.02^{c}$</td>
<td>$3.30^{c}$</td>
<td>$4.30^{a}$</td>
<td>$22.61^{b}$</td>
</tr>
<tr>
<td></td>
<td>(0.93)</td>
<td>(0.82)</td>
<td>(2.55)</td>
<td>(8.71)</td>
</tr>
<tr>
<td>Observations</td>
<td>74</td>
<td>76</td>
<td>75</td>
<td>64</td>
</tr>
<tr>
<td>R-squared (within)</td>
<td>0.81</td>
<td>0.86</td>
<td>0.85</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Notes:

* significant at 10%

b significant at 5%

c significant at 1%

Description of variables:

Growth: (log of) annual GDP per capita growth rate (at 1995 prices).

FDI, sectoral: the main source is UNCTAD (2004) for different countries, except for Czech Republic, France, Hungary, Mexico, Poland and the Republic of Korea for which the OECD data was used for the FDI. The variables regarding the FDI in manufacturing, services and mining (lagged by one period) are ratios between the value of sectoral FDI inflows and the gross value added of each industry, data drawn from the World Bank’s 2003 World Development Indicators.

Schooling: a (log of) school enrolment in tertiary education as a percentage of gross school enrolment, data drawn from the World Bank’s 2003 World Development Indicators.

Credit development: (log of) domestic credit provided by the banking sector, as a percentage of GDP, data drawn from the World Bank’s 2003 World Development Indicators.

R&D: (log of) R&D expenditure as percentage of GDP, data drawn from the World Bank’s 2003 World Development Indicators.

Initial GDP per capita: (log of) one time lag of annual GDP per capita (at 1995 prices), data drawn from the World Bank’s 2003 World Development Indicators.

K: (log of) Gross Fixed Capital Formation, data drawn from the World Bank’s 2003 World Development Indicators.

Institutional variable: a composite index that ranks countries according to the institutional strength of the economy, data from www.icrgonline.com/.
matters. Again, it depends pretty much on what kind of services attracts the foreign capital. Particularly relevant has been the privatization of state-owned utilities in Latin America, Mediterranean countries and in the CEEC. At the very beginning of the privatization process foreign companies can benefit from a quasi-monopolistic power, which can have a detrimental effect on local economic growth. In addition, these economies have recently liberalized their FDI regimes in industries (services) previously closed to foreign entry, and a ‘crowding-out’ effect of domestic firms could prevail in this case. Finally, we expect the negative impact of FDI in mining especially in some developing countries, given their rent-seeking nature.

Other co-variates have the expected sign: R&D expenditure has a positive impact on local growth, as well as our index of human capital – that is, the share of people enrolled in tertiary education. Also, the development of financial markets – proxied by domestic credit provided by the banking sector – contributes, in accordance with the main conclusion of the theoretical and empirical literature.28

Instead, initial level of GDP per capita negatively affects economic growth. The same results have been achieved when FDI in all sectors are analysed together (Table 6.6, column 4).

We also run a panel analysis of the effect of sectoral FDI on inequality. Possibly due to the limited amount of data points available, the econometric evidence did not show a significant effect.

**Conclusion**

During the surge of capital flows in the 1990s, FDI was the main source of capital flows to developing countries. Contrary to other capital flows, FDI is less volatile and does not show a pro-cyclical behaviour. It has, therefore, become the ‘favourite capital inflow’ for developing countries.

In general, FDI is associated with increases in productivity and, therefore, growth. Furthermore, for developing countries, FDI is an important vehicle for technology transfer and a stimulus to innovate and enhance competitiveness. So, theoretically, FDI has a positive effect on the growth rate of countries even though, at the empirical level, the results are not always clear-cut. As for the impact on inequality, neither theory nor empirical analyses have clear-cut implications.

Our aim was to confront the literature by analysing the relationship between FDI, growth and income distribution in a sample including developed and developing countries. The contribution of this chapter is empirical. We use data over the last decade. Our data support the prevalence of new patterns, both in terms of increasing M&A in developing countries and in terms of a shift towards services to the expenses of manufacturing, which have had an important impact on growth and, especially, on distribution. M&A are less ‘stable’ than greenfield investments and lack the inner element of irreversibility. However, for some developing countries, domestic residents probably would not have had sufficient financial resources
and/or management experience to operate large-scale firms, thus potential gains may have resulted from the foreign purchase of state-owned assets.

The sectoral analysis, though limited for lack of data, offers additional hints: results confirm that FDI in low-tech manufacturing and services transfers more effectively to growth than it does in energy or mining. This also supports the claim that the interaction term is significant and differs between areas.

Also, for the distributive impact of FDI, the division between greenfield investments and M&A is relevant. While greenfield investments, especially in low-tech manufacturing, stimulate growth via capital accumulation and demand induces an increase in wages of unskilled workers, M&A may have a perverse effect on wages and employment because multinationals may want to be more efficient and may lay off workers employed in previously owned domestic firms. The sectoral distribution is relevant, too, since manufacturing in developing countries tends to be highly labour intensive, while mining is highly capital intensive.

To sum up: most developing countries do not seem to have the appropriate ‘domestic condition’ to attract capital flows. However, some are rich in natural resources; if the hypothesis that FDI for mining does not stimulate much growth because of a low multiplier, is it worth doing something to attract foreign capital if, for instance, this allows the host country to avoid the balance-of-payments constraint? Cannot the consequences be better than what we expect on the basis of our analysis? Does it make sense for a developing country to do something in order to attract FDI? And, if so, do the international rules allow doing something? Do all of the results depend on how efficiently resources are used? The answers to these questions are topics for further research.

Some policy recommendations can be sketched even at this stage:

- Since some developing countries are still characterized by heavy reliance on oil and gas, high population growth rates, the prominent role of the state, the low level of integration with the rest of the world and within the area, underdeveloped capital and financial markets, unstable institutions, and low rates of return on human capital, a viable option for them is to become an export platform for low- to medium-technology goods. More specifically, some measures could be implemented without major disruption and with possibly great results. As we mentioned, the ‘business environment’ can be changed, contrary to other FDI determinants. School- and firm-based training schemes aimed at reducing skilled supply bottlenecks, profit repatriation regimes for FDI and improvement of legal infrastructures and property rights regimes can be implemented and improve the likelihood of obtaining capital inflows.
- The reduction of trade barriers and opening of economies can stimulate capital inflows.
- A solid set of fundamentals is important.
- Especially for newcomers to capital markets, it is crucial to have credible institutions, well-developed financial markets as well as a stable macroeconomic framework.
## Appendix 6.A Analysis of the literature

### Table 6.A1  Short summary of the literature on FDI and growth

<table>
<thead>
<tr>
<th>Authors</th>
<th>Sample</th>
<th>Period</th>
<th>Methodology</th>
<th>Impact on growth</th>
<th>Interaction between FDI and other factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alfaro et al. (2004)</td>
<td>Net FDI flows, different samples: 39/mixed, 41/primarily DC, 49/primarily LDC</td>
<td>1981–1997</td>
<td>Cross-country OLS and IV</td>
<td>FDI contributes to growth</td>
<td>Development of local financial markets is crucial for positive effects of FDI on growth</td>
</tr>
<tr>
<td>De Mello (1999)</td>
<td>Net FDI inflows from 16 OECD and 17 non-OECD</td>
<td>1970–1990</td>
<td>Stationarity and cointegration; dynamic panel</td>
<td>Not strong; if positive depends on country-specific factors</td>
<td>Impact tends to be lower in technological leaders and higher in laggards</td>
</tr>
<tr>
<td>Hermes and Lensink (2003)</td>
<td>WB data on FDI as % of GDP</td>
<td>Average of 1975–1995</td>
<td>Cross-country OLS</td>
<td>FDI contributes to growth</td>
<td>Result holds only if a threshold of human capital and financial market development is reached</td>
</tr>
<tr>
<td>Reisen and Soto (2001)</td>
<td>WB data on net FDI on 44 non-OECD</td>
<td>1986–1997</td>
<td>Dynamic panel data</td>
<td>Positive and significant</td>
<td></td>
</tr>
<tr>
<td>Morrisey and Lensink (2001)</td>
<td>WB data on FDI/GDP, 115 countries</td>
<td>1975–1998</td>
<td>OLS and IV for cross-section; fixed effect panel using three 10-year periods</td>
<td>Robust and positive</td>
<td>Volatility of FDI has negative impact (can capture the political uncertainty</td>
</tr>
<tr>
<td>UNCTAD (2000)</td>
<td>UNCTAD data on FDI inflows for more than 100 LDC</td>
<td>1970–1995</td>
<td>Granger causation and OLS</td>
<td>Positive</td>
<td></td>
</tr>
<tr>
<td>Nair-Reichert and Weinhold (2001)</td>
<td>WB data on net FDI inflows as % of GDP, 24 developing countries</td>
<td>1971–1995</td>
<td>First differenced instrumental panel and mixed effects model</td>
<td>Significant and positive</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.A2  Short summary of the literature on FDI and inequality

<table>
<thead>
<tr>
<th>Sample</th>
<th>Methodology</th>
<th>Interaction of FDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsai (1995)</td>
<td>LDC</td>
<td>There is a positive relationship between FDI and inequality</td>
</tr>
<tr>
<td>Basu and Guariglia (2004)</td>
<td>119 developing countries</td>
<td>Panel analysis, fixed effect; FDI induces both growth and inequality</td>
</tr>
<tr>
<td>Benassy-Quéré and Salins (2005)</td>
<td>42 developing countries</td>
<td>Panel analysis and cross-section; FDI tends to favour the wealthiest quintile of the population, but reduces differences between rural and urban areas</td>
</tr>
<tr>
<td>te Velde (2003)</td>
<td>Latin American countries</td>
<td>OLS; FDI does not reduce income inequality; the effect of FDI on inequality strictly depends on the initial conditions, the policies implemented and on the sectoral distribution of inflows</td>
</tr>
<tr>
<td>Milanovic (2002)</td>
<td>88 countries</td>
<td>Pooled cross-section; The effect of FDI on inequality is not statistically significant</td>
</tr>
<tr>
<td>Ali (2003)</td>
<td>7 Arab countries</td>
<td>OLS; FDI has a positive impact on inequality</td>
</tr>
</tbody>
</table>

Notes

1. According to Oxfam (2002, 7), ‘capital flows have been useful in some cases and harmful in others, depending on an array of factors including national development strategies, the strength of the domestic private sector, and the type of capital flows’. Conversely, Giovannetti et al. (1993), using a theoretical model and correlation analysis, claim that capital inflows could lose financial constraints and have a positive effect on the growth of developing countries.

2. From the definition in Eurostat, Statistics in Focus, theme 2, December 2004.

3. According to Oxfam in 2002, it is the volatility of portfolio flows that transmits instability through the economy and has a detrimental effect on growth.

4. Our sample includes Argentina, Brazil, Bulgaria, Chile, Croatia, Czech Republic, Estonia, France, Germany, Hungary, Indonesia, Italy, Latvia, Lithuania, Malaysia, Mexico, Morocco, Poland, the Republic of Korea, Romania, Slovakia, Slovenia, Spain, Thailand, Tunisia, Turkey and the United Kingdom.

5. There is some evidence of a positive link for developed countries, but the evidence on the size of the specific benefits for developing countries is mixed and limited to countries that have attracted large amounts of capital relative to their size. The effect of the FDI on economic growth is only supported for LDC in the aggregate data. Hence, the pooling of countries carried out in most studies biases the results.

6. For instance, Feenstra and Hanson (1995) in a seminal paper on outsourcing – the transfer of production from developed to developing countries – suggest that the wage gap between skilled and unskilled workers increases, pointing to an increase of inequality, which contrast with the standard Heckscher–Ohlin prediction that the price of the abundant factor increases – unskilled labour in developing countries – with a decrease of inequality.
See OECD (2001) for a recent and exhaustive survey of the FDI in developing countries.

Note that the recent shift to the M&A may change this perspective, since the M&A is not a part of long-term industrial strategies and are not illiquid, and hence are more similar to portfolio flows.

The correlation between various measures of foreign trade and FDI flows and positions is significantly positive (Nicoletti and Scarpetta 2003).

Foreign commercial presence tends to increase bilateral trade in transport services (for example, supplying goods to foreign affiliates in the distribution sector), communications (for example, data transactions with foreign affiliates in the financial, telecommunications or tourism sectors), and the like.

The issue here is fairly complex and deals with different aspects. Mody (2004) claims that investment treaties – bilateral and multilateral under the World Trade Organization – are a way to supplement or substitute weak domestic institutions. There is, however, no unanimous empirical support for this claim. For instance, Hallward-Driemeier (2003) claims that bilateral investment treaties have no influence on increasing FDI flows between the signatory parties and that they are not substitutes for domestic laws protecting property rights.

Indirect expropriation could be due to levying high unexpected profit taxes, ex post imposition of capital restrictions and devaluation of local currency. In the empirical literature stability tends to be linked to democracy, but empirically in developing countries this may not be the case.

Some empirical studies (see, for example, Mauro 1995) have confirmed that corruption adversely affects economic growth. However, the evidence of the effect of corruption on the FDI is somewhat inconclusive: Heinsz (2000) finds a positive correlation, whereas Wheeler and Mody (1992) fail to find a negative relationship. Furthermore, according to Smarzynska and Wei (2000), corruption affects the ownership structure of foreign investments – joint ventures versus subsidiaries wholly owned by foreign firms.

While it is true that part of FDI to LDCs is motivated by cheap labour and a reduction in production costs, some firms producing differentiated goods look for quality labour. The empirical evidence on the effect of wage costs is somehow mixed, while there is some evidence of a positive effect of education on the FDI.

There is research dealing with this issue emphasizing different mechanisms – for instance, see Rossi and Volpin (2003) and Dyck and Zingales (2004).

While in exogenous growth models the FDI induces growth, in an endogenous theoretical framework the FDI stimulates growth. However, it also goes to fast-growing countries and the direction of causation is difficult to detect.

Interestingly enough, the empirical support for this claim seems significantly stronger for the period ending in 1995 (see Murshid and Mody 2005). The marginal impact of the FDI flows declined in the second part of the 1990s, possibly due to the increase of the M&A with respect to greenfield investments.

The FDI contributes to increased tax revenues in host countries – again, a sensitive issue in developing countries where the tax base is in general lower than in industrial countries.

Appendix 6.A, Table 6.A1 summarizes the results of this review with no attempt at being exhaustive given the huge number of studies.

Wheeler and Mody (1992) have tried to determine the relative importance of these two explanatory variables and found that market size is more important for developed countries, while per capita GDP is more important for developing countries.

This may change as more services and service components become tradable via computer communication links but, so far, these services account for only a small part of the services sector.

For instance, the ‘information sector’ recorded in 2001 includes industry groups formerly included either in the manufacturing industry or in the services sector. Specifically, the information sector includes publishing, which was included in ‘other manufacturing’, ‘motion picture and sound recording industry’ and ‘information and
data processing services’, which were included in services, and ‘broadcasting and communications’, which was included in the transports, communication and public utilities division.

23 Note that in the tables ‘DC’ denotes those developed countries in our sample: France, Germany, Italy, Spain and the United Kingdom; and ‘ASIA’ comprises Indonesia, Malaysia, the Republic of Korea and Thailand; ‘LA’ considers Argentina, Brazil, Chile and Mexico. Due to the lack of country data, the labels ‘Africa and Turkey’ and ‘CEEC’ denote the entire groups of countries in those geographical areas.

24 In our analysis we have identified a residual category labelled ‘other manufacturing and electric equipment’. However, we believe that, according to the pattern of specialization displayed by these countries, the bulk of foreign investments is in textile and clothing (included in ‘other manufacturing’ industries).

25 Tobacco, textile and leather products, furniture, pulp and paper products, printing and publishing, rubber, glass and non-metallic mineral products.

26 Exceptions can be found in sub-Saharan countries and Latin America.

27 Estimation results with random effects are available from the authors upon request.

28 See, for instance, Alfaro et al. (2004).
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Safety Nets for the Poor: A Missing International Dimension?

Sanjay G. Reddy

The problem

Considerable attention has been given to the appropriate extent and form of safety nets for the poor in developing countries (see Chapter 3 of this volume). However, the literature on this subject has focused almost exclusively on domestic institutional arrangements which may protect the poor from adverse shocks. A question that has received insufficient consideration is whether international institutions and instruments can play a useful role in helping poor countries (and poor persons in poor countries) cope better with the shocks that they experience. That is the question addressed in this chapter.

We should distinguish the origination (national or international) of the shocks faced by poor people in poor countries from the appropriate level of remediation (national or international) for these shocks. For example, some shocks may be largely national in origin, but it might be quite appropriate to create insurance arrangements which ensure that their impact is spread across countries. Conversely, some shocks may be significantly international in origin, but the appropriate response to these shocks may be to design national institutions that can cope well with them and defuse their effects. The question explored below is whether there are shocks (whether or not international in origin) whose appropriate level of remediation is at least in part international and, if so, what form the arrangements governing such remediation should take.

Why poor countries and poor people in poor countries may experience more shocks and suffer more from the shocks that they experience

There is an extensive and burgeoning literature on the volatility of incomes of poor countries and on the volatility of incomes of low-income people within these countries. Inter alia, this literature establishes that the incomes of poor countries, and of poor people in poor countries are both volatile.
The literature emphasizes that aggregate incomes of poor countries are volatile for a variety of reasons. One of the most important of these is the fact that a large number of these countries rely substantially for their export earnings on sales of a very small number of primary commodities, the world prices of which market are quite unstable. The substantial dependence of many poor countries on agriculture (and especially of rain-fed agriculture) is another reason for volatility in aggregate incomes, since changes in natural conditions can have a large impact on agricultural incomes from year to year. Fluctuations in exchange rates, to which poor countries are especially prone because of their limited capacity to intervene in financial markets and their weak monetary and fiscal institutions, can also give rise to large fluctuations in national income (see Chapter 4). Unstable world interest rates may also substantially influence countries’ real income, especially if they are highly indebted and must refinance debts at current interest rates. Unreliable external assistance is another possible reason for fluctuations in national income and in government expenditures. There is also evidence that very low income countries are more likely to suffer from natural disasters. Another reason that poor countries have high volatility of aggregate income is that their production may not be very sectorally diversified. An economy with a small number of sectors of production, each of which employs a small number of inputs, is likely to be one in which aggregate incomes are greatly sensitive to variation in costs of individual factors of production, prices of individual outputs and production conditions. Large countries (in particular, continental-sized countries such as India, China and Brazil) may be able to insure themselves against the effects of shocks as many shocks that they experience are likely to have an impact that is sub-national rather than national. This option may not be available to smaller countries.

Fluctuations in aggregate incomes are likely to be experienced differently by different groups within a poor country. Who bears the brunt of adverse shocks depends upon specific circumstances and is difficult to characterize in general. However, in many countries poor persons are more likely to be exposed to aggregate fluctuations because of their heavy dependence on a single source of income (very often related to agriculture) and their inability to protect themselves from aggregate fluctuations, due to insurance mechanisms that are either inadequate or entirely absent. Such protection may be costly and therefore unavailable to the poor. In countries in which the price of necessities is greatly influenced by world prices, the cost of living of the poor may be greatly influenced by (fluctuating) world prices. The poor may also rely on government services. As a result, they may be harmed by decreases in government expenditure that follow adverse aggregate shocks.

There are a number of reasons why adverse shocks may have more long-lasting deleterious effects in poor countries than in rich ones. One of the most important reasons for this is that the very survival of individuals may be jeopardized by adverse shocks. Adverse shocks may severely decrease the ability of persons to survive. There is empirical evidence that adverse shocks have an impact on survival even in rich countries. The relationship between resources and survival is sometimes summarized by a ‘survival function’ which describes the probability of survival.
given a specific level of consumption of resources. It is frequently assumed that the incremental impact of additional resources consumed on survival is greater when a person is poorer, in which case the survival function is concave. In this case, greater variability in consumption will be associated with decreased survival (see Figure 7.1).  

More generally, asset holdings, health, nutrition and schooling can be harmed by adverse shocks, which may have effects that are long lasting and difficult to reverse. Damaging hysteresis effects of this kind can help to cement poverty traps. Long-lasting ‘dynastic effects’ can arise which, in the absence of further intervention, may last over long periods and perhaps even generations.  

Adequacy and risk

The premise of this chapter is that it is morally desirable that individuals attain a minimally adequate level of ‘advantage’ as assessed in some space. The space in which advantage is assessed can be defined in various ways (for example, in terms of money, an index of command over resources or ‘primary goods’, utility or capabilities) so as to reflect the normative priorities and practical judgments of an evaluator. Once the focal space is specified, the level of advantage deemed minimally adequate in this space must also be specified. We choose to refer to advantage and the minimally adequate level of advantage rather than to any specific conception of advantage or minimally adequate level thereof in order to develop a very general framework.

We suppose that objective to be pursued is adequacy of individual advantage. This objective can give rise to a derivative concern about volatility: even where a
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**Figure 7.1** Effect of uncertain access to resources on survival
minimally adequate level is often achieved, due to volatility the minimally adequate level may sometimes fail to be achieved. A person whose level of advantage is below the minimally adequate level will be referred to as poor, and a person whose level of advantage is not presently below the minimally adequate level but whose level of advantage could come to be below the minimally adequate level due to adverse shocks will be referred to as potentially poor.

Let us explore the problem in a more formal framework. Consider the following simple model. Assume that there is a well-defined metric of individual advantage, and that the level of attainment of individual advantage can be indicated by a real number. Now, suppose that each individual, $i$, has a level of advantage at a moment in time, $t$, described by a stochastic process (possibly differing from individual to individual) which possesses the following form:

$$a_t = a_t + \varepsilon_t$$  \hspace{1cm} (7.1)

where $a_t \in R$, and $\varepsilon_t$ is a random variable with mean zero. An interpretation of $\varepsilon_t$ is that it describes the shocks experienced around a baseline level of advantage $a_t$. We may refer to (7.1) as the advantage generation process. This formulation is rather general in that both $\varepsilon_t$ and $a_t$ are permitted to vary with time and perhaps also to be influenced by prior history. Now, represent the level of advantage deemed minimally adequate for an individual by $z$. In that case, we are concerned with whether the following inequality (let us call it the adequacy condition) is satisfied:

$$a_t \geq z$$  \hspace{1cm} (7.2)

We may consider different ways of modifying (7.1). For example, we may consider:

$$a_t = a'_t + \varepsilon'_t + \tau_t$$  \hspace{1cm} (7.3)

where $a'_t = a_t + \Delta a_t$, $\varepsilon'_t = \varepsilon_t + \Delta \varepsilon_t$ is a random variable with mean zero, and $\tau_t$, a non-trivial (i.e., non-constant) deterministic function of $\varepsilon_t$ with mean zero over possible states of the world (i.e. $\int_{-\infty}^\infty \tau_t(\varepsilon'_t)d\varepsilon'_t = 0$) and the property that $\tau_t(\varepsilon'_t)\leq 0$ when $\varepsilon'_t \geq 0$ and $\tau_t(\varepsilon'_t) \geq 0$ when $\varepsilon'_t \leq 0$ (i.e. $\tau_t(\varepsilon'_t)\varepsilon'_t \leq 0$).

We may distinguish different means of changing the advantage generation process (7.1). A ‘risk modification mechanism’ is any action taken before time period $t$ which causes the replacement of $\varepsilon_t$ (in (7.1)) by $\varepsilon'_t = \varepsilon_t + \Delta \varepsilon_t$ (as in (7.3)). An ‘insurance mechanism’ is a function $\tau_t(\varepsilon_t)$, which provides compensatory transfers that increase the level of advantage experienced in some states of the world in which adverse shocks (i.e. negative realizations of $\varepsilon_t$) have arisen and requires the payment of ‘premiums’ which diminish the level of advantage experienced in some other states of the world in which positive shocks (i.e. positive realizations of $\varepsilon_t$) have arisen. Insurance mechanisms compensate for the occurrence of adverse shocks but do not directly diminish them. A ‘baseline modification mechanism’ is
any action taken before time \( t \) which causes the replacement of \( a_t \) (in (3.1)) by \( a_t = a_t + \Delta a_t \) (as in (7.3)).

An unconditional social transfer (in which resources transferred to an individual are independent of the realization of \( \epsilon_t \)) is an example of a baseline modification mechanism. Economic growth (which influences individual private income and thereby changes \( a_t \)) is another example of a baseline modification mechanism. Many actions that we may find of interest in practice may fall into more than one of these categories.

Consider equation (7.1) more closely. Since \( \epsilon_t \) is a random variable there are three possibilities:

1. The adequacy condition is always satisfied.
2. The adequacy condition is never satisfied.
3. There are some states of the world in which the adequacy condition is satisfied and some states of the world in which it is not.

Now, in the first case, we have no reason for concern, at least if our sole objective is to achieve minimal adequacy. In the second case, we have great reason for concern. Since by definition \( \tau_t \) and \( \epsilon_t \) have mean zero, no risk modification or insurance mechanism (or combination of such mechanisms) can ensure that the adequacy condition is always satisfied, although they may ensure that the adequacy condition is sometimes satisfied (at the cost of ensuring that shortfalls from adequacy are even more severe than they would otherwise be at other times). Furthermore, if we treat each additional unit of shortfall from adequacy as being increasingly disvaluable, then risk modification and insurance mechanisms which ensure that the adequacy condition is sometimes satisfied will be undesirable ex ante since they will have the effect of causing shortfalls from adequacy for the corresponding increases in other states of the world. Therefore, only a baseline modification mechanism offers a potentially desirable approach to ensuring that the adequacy condition is attained in at least some states of the world. When the adequacy condition is never satisfied, it is appropriate to think of shortfalls from minimal adequacy as arising from endemic structural causes such as poverty (expressed by \( a_t \)) rather than from adverse shocks or vulnerabilities (as expressed by \( \epsilon_t \)). For that reason, although it is of great practical importance, this case will not be studied further in this chapter.

The third case is that which is of interest to us in this chapter. In this case, both risk modification or insurance mechanisms and baseline modification mechanisms can influence how often the adequacy condition is met, and if it is not met, then to what extent it fails to be met. It is obvious that policies that raise \( a_t \) and those that decrease the net effect \( (\epsilon_t + \tau_t) \) on individual advantage of negative shocks can each increase the frequency with which the adequacy condition is met, and diminish the extent of shortfalls from the adequacy condition when such shortfalls arise.

Our premise is that it is desired to identify institutional arrangements and policies (i.e. baseline modification mechanisms, risk modification mechanisms, and insurance
mechanisms) that will enable as many persons as possible to attain the adequacy condition (7.2) as frequently as possible, given that the process initially underlying the determination of individual advantage is described by the advantage generation process (7.1). We ignore other objectives here in order to simplify the choice problem, although these will, of course, have to be considered in public policy analysis more generally. In order to identify ‘optimal’ institutions and policies, it will be necessary to employ evaluative judgements with which to determine how good or bad are alternative states of the world as well as how good or bad are actions that influence the likelihoods of these alternative states of the world arising. There are many plausible ways of forming such evaluative judgements and associated aggregation structures, each of which may induce distinct conclusions concerning optimal policies. For purposes of exposition, we may consider a simple example of the optimal policy choice problem. Let the shortfall of each person, $i$, from minimum adequacy, $z$, in discrete time period $t$ be represented by $s_{it} = (z - a_{it} + \varepsilon_{it} + \tau_{it})$. We assume $z$ to be the same across all individuals and time periods for expositional simplicity. Each individual’s shortfall from minimum adequacy in a given time period is an element in a matrix, $S$, of the shortfalls experienced by all individuals in all time periods during the planning horizon. The values of the matrix, $S$, depend on the realizations of the random variable $\varepsilon_{it}$. If we define $\Omega$ as the matrix consisting of elements $\varepsilon_{it}$ then we may express this dependence in the form $S = S(\Omega)$. A particular choice of policies affects both $\Omega$ and the effect of $\Omega$ on $S$.

We may define, on the basis of appropriate evaluative judgements, some aggregate over all persons (for example $\varphi_i = \sum_{t=1}^{m} s_{it}^2$, where $\alpha \in R$ is a measure of aversion to increased shortfalls) of the shortfalls experienced in each time period. In effect, this is a means of aggregating the information in a given column of $S$. We may define further, on the basis of appropriate evaluative judgements, an aggregate over time periods of the aggregate shortfalls experienced by all individuals in each time period (for example, $\Phi = \sum_{t=1}^{m} \varphi_{it}$, where it is assumed that the planning horizon consists of $m$ time periods and no discounting is applied). In effect, $\Phi$ is a means of aggregating all of the information contained in each possible realization of the matrix $S$ and assigning a disvaluation to this realization. Since there is uncertainty about the value of $S$, the choice of optimal policies must reflect an approach to decision-making under uncertainty. Specifically, such an approach must recognize that each combination of policies influences the possible states of the world, their associated likelihoods and the individual shortfalls experienced in each state of the world. The value attached to a specific combination of policies derives from aggregating the valuations associated with the alternative states of the world that can arise as a result of these policies, given the associated likelihoods of each of these states arising under this combination of policies. There are plausible means of undertaking such aggregation. One possible, and well-known, means of undertaking such aggregation is the expectation operator. Without further effort at justification, we adopt it here so as to provide an example of the steps involved in defining fully the problem of optimal policy selection. Let $A$, $N$ and $T$ respectively represent the set of feasible baseline modification, risk reduction and insurance policies. Then, the problem of optimal policy selection is:

$$\min E(\Phi) \text{ subject to } a_{it} \in A, \varepsilon_{it} \in N \text{ and } \tau_{it} \in T$$
More generally, one may wish also to impose the constraint that the cost, $c$, of implementing a combination of policies is less than some maximum (e.g., $c(a_t', e_t', \tau_t) \leq \bar{c}$, where $c(a_t', e_t', \tau_t)$ is a cost function representing the cost of implementing a specific combination of policies). Under suitable technical assumptions this problem is well defined and possesses a solution.

**A typology of policy options and their international dimensions**

In the framework of analysis introduced above, it is clear that public policies to protect poor or potentially poor people from the impact of adverse shocks can take three forms: those that increase the baseline level of advantage (which can be modelled by the effect of the policies on $a_t$), those that diminish the occurrence of adverse risks (as modelled by the effect of the policies on $e_t$), and those that diminish the ultimate disadvantages experienced as a result of the occurrence of adverse outcomes (which can be modelled by the effect of the policies on $\tau_t$). We have referred to these policies respectively under the headings of development, risk reduction, and insurance. A specific policy option may, of course, fall into more than one of these categories.

Let us characterize each of these approaches in general terms, and attempt specifically to understand the role of *international* policies of each of these kinds in influencing the exposure of persons to disadvantage.

**Development policies**

Development policies increase the baseline level of advantage of individuals (modelled as an increase in $a_t$). Development is by itself a means of protecting poor or potentially poor people from the impact of adverse shocks, as it diminishes the likelihood that adverse shocks will cause their level of advantage to fall beneath a given threshold of adequacy. National and international policies which promote development are therefore valuable not only in raising absolute levels of advantage, but also in reducing vulnerability to the occurrence of serious disadvantages. If the source of potential adverse shocks that may be experienced by the poor or potentially poor is international, and if these adverse shocks cannot directly be diminished, then a moral as well as practical case for international assistance to promote development may arise: Steps to enhance the baseline level of advantage of poor or potentially poor people help to protect them from shocks of international origin.

**Risk reduction policies**

Risk reduction policies diminish the occurrence of adverse risks (modelled by an effect on $e_t$). Actions on the part of countries which influence the extent to which adverse risks are created or transmitted to poor countries (and poor people within them) qualify as risk-reducing. For example, policies which stabilize the world prices of essential commodities consumed by poor people or of the commodities exported by poor countries, policies which stabilize interest and exchange rates and more generally which stabilize world financial markets, and policies which diminish climatological and other environmental risks may all be classified as risk-reducing. Fluctuations in interest rates and other key features of the world
market economy have in the past adversely affected developing countries (and, in particular, the poor within them). The developing world debt crisis of the early 1980s, triggered by sharp increases in world interest rates, is one example. The international origins of these risks may gave rise to a moral as well as practical case for international policies aimed at risk reduction.

**Insurance policies**

Insurance policies diminish the disadvantages experienced as a result of the occurrence of adverse outcomes (modelled by an effect on \( \tau \)). We will consider three types of insurance policies by way of example. Each has been widely discussed in the literature: self-insurance through stabilization and reserve funds, mutual insurance through formal insurance contracts or risk-sharing institutional arrangements, and insurance equivalence through the use of market-based instruments. In principle, these can each be implemented through contractual or institutional arrangements at sub-national, national, or international levels.

Insurance mechanisms can take diverse forms which should be separately considered. We focus especially on measures to reduce aggregate income fluctuations, recognizing that the level of advantage of individual poor persons is likely to be influenced by such aggregate fluctuations but also by independent factors.

(i) Self-insurance through stabilization and reserve funds

This approach to insurance has a lengthy history in both developing and in developed countries. In particular, many natural resource exporting countries have established ‘rainy day’ funds as a means of providing self-insurance (see Chapter 10 on Chile). There are at least four obstacles to such self-insurance by countries. First, a supposition of self-insurance is that the rainy day comes late and not early. Without this supposition being satisfied, it may not be possible to accumulate adequate self-insurance funds. Countries that have access to credit may in principle be able to borrow against a future reserve fund. However, countries may be constrained from additional borrowing due to a variety of reasons. In the presence of credit constraints, the initial ‘seeding’ of a self-insurance fund through international assistance, which would be augmented by subsequent payments into the fund of ‘insurance premia’, could be one mechanism through which poor countries could begin self-insurance.

Secondly, for self-insurance funds both to be protected from risks and to be readily available for use they may have to be kept in a fairly safe and liquid form, as a result of which these funds may be unavailable for investment in domestic productive opportunities. These funds may therefore be viewed as ‘sterile’. Self-insurance can only provide fully for potential losses if it diverts substantial resources from present productive investment and consumption. Diversion of resources from other present needs to a large extent is likely to be sub-optimal.10 This is an important reason why self-insurance may be unattractive, especially in poor countries.

Thirdly, self-insurance funds provide a tempting resource which invites ‘raiding’ by unprincipled or undisciplined political authorities. Self-insurance funds must be readily available for use if they are to provide an effective insurance mechanism. However, as a consequence they are potentially depletable.
Fourthly, self-insurance by countries leaves unused opportunities to insure against risks that are uncorrelated across countries. As a result, it is a comparatively costly form of insurance. Self-insurance has a place in the panoply of insurance instruments but is unlikely to be the most attractive of mechanisms for these reasons.

In addition to self-insurance by individual countries, the possibility of self-insurance by groups of countries which possess common characteristics (for example, that are exporters of a certain commodity) must also be considered. Programmes of this type attempt to provide collective self-insurance for member countries against aggregate level fluctuations (for example, in export prices). The history of such programmes is extensive and varied.

(ii) Mutual insurance through formal insurance contracts or risk-sharing, institutional arrangements

Mutual insurance can take diverse forms. One form is a formal insurance contract which takes advantage of the fact that the parties to the contract face at least partially independently determined risks in order to diminish the extent to which the effects of adverse occurrences are experienced by each individual party. Another form that it can take is an informal insurance contract embodied in redistributive institutions. For example, federal governments often implement some form of resource redistribution between their constituent entities which is contingent on actual occurrences (or states of the world).

Major obstacles to the existence of mutual insurance schemes can include (i) a lack of verifiability of the outcomes being insured, (ii) difficulty in identifying the risks associated with a particular outcome, (iii) the potential that an insurance scheme may create ‘moral hazard’ problems in which the incentive to avoid the risks being insured against is diminished, and (iv) the potential that an insurance scheme may face ‘adverse selection’ problems in which it is only joined by those parties which face the highest unobserved risks. Insurance schemes can become unviable for any of these reasons. For all of these reasons, formal insurance contracts rarely insure against risks to incomes themselves, but rather may insure against adverse fluctuations in the determinants of income (such as costs and prices). There are few examples at the international level of informal insurance contracts embodied in redistributive institutions. A notable exception is the European Union, which effectively offers insurance to its member countries against medium and long-term fluctuations in relative income, through measures such as its structural funds and other income-sensitive tax and transfer policies.\textsuperscript{11}

Arguably, to the limited extent that the international aid regime is responsive to the relative prosperity of countries, as well as to the occurrence of adverse occurrences such as natural disasters, it provides another such example. There are also a few examples of insurance schemes at the international level focused on commodity prices, as will be discussed further below.

It may be difficult to characterize the risks associated with aggregate income fluctuations in developing countries, because of the changing and complex causal structure underlying incomes, and the frequent occurrence of unpredicted and
perhaps unpredictable ‘small sample’ events, which may make it extremely difficult to understand the risks associated with specific outcomes and bedevil any effort to bring into being functioning insurance schemes.

(iii) Insurance equivalence through the use of market-based instruments

An alternative means of insuring against adverse occurrences is to make use of appropriate market-based instruments, if they exist. In particular, options, futures and other derivatives instruments can potentially be used in a manner that reduces countries’ risks. The appropriate use of options and futures markets, if they exist, can ensure that adverse risks to aggregate income are avoided. Indeed, from the standpoint of an agent seeking to reduce the impact of adverse occurrences, there is a functional equivalence between derivatives appropriately used and insurance contracts.\(^\text{12}\) There are, however, a number of issues to be faced in this regard. First, whereas derivatives markets for some of the important determinants of aggregate income – such as commodities prices, interest rates and even weather – often already exist, derivatives markets for a number of the other aggregate risks faced by countries – such as fluctuations in local agricultural output – do not exist. The problems identified above as obstacles to the existence of straightforward insurance contracts are also potential obstacles to the creation of derivatives markets. Shiller (1993, 2003) emphasizes that these problems can potentially be overcome in relation to aggregate incomes, since their aggregative feature diminishes the moral hazard problems present in relation to individual agents and since credible index numbers for aggregate incomes already exist or can potentially be created.\(^\text{13}\) There are, however, some dangers associated with the creation of additional derivatives markets which can be used by poor countries to hedge against risks. One concern is that the existence of these markets can provide incentives for destabilizing speculation. The impetus to undertake speculative attacks may be enhanced if doing so can give rise to profits. In particular, the ability to influence the prices of the underlying assets in relation to which derivatives are defined while undertaking derivatives trades typically provides profit-making opportunities. There is a danger that efforts to shift such prices will emerge purely for this reason. The possibility that the role played by derivatives will be market destabilizing and risk increasing rather than market stabilizing and risk decreasing is real.\(^\text{14}\)

Moral reasoning and minimal adequacy

The achievement of minimal adequacy is by definition an end of special moral concern.

There are special reasons to disvalue shortfalls from minimal adequacy, which go beyond the reasons that there may be to disvalue disadvantage as such, whether relative or absolute in nature. The existence of such shortfalls may demand special moral attention, and induce strong obligations to remedy such shortfalls on the part of agents who do not suffer these shortfalls, whether or not they can be deemed causally responsible for the existence of the deprivations.\(^\text{15}\)
Such obligations may be more intense still if there is reason on the part of an agent to think that she has contributed to the existence of shortfalls from minimal adequacy. The special moral opprobrium that is to be attached to such contributions to others’ severe disadvantages gives rise to strong moral obligations to perform remedial actions. Indeed, it may not even be necessary to demonstrate such contributions with certainty. If it cannot be significantly discounted that the past actions of an agent have causally contributed to present disadvantages, this may give rise to moral obligations to undertake remedial actions.\textsuperscript{16}

There is therefore special moral reason for rich countries that cannot adequately discount the possibility that they were involved in the production of international shocks which have had adverse impact on the poor to take steps to reduce severe deprivation. These steps could take the form of development-oriented policies which help to enhance the baseline level of advantage of poor and potentially poor people, changes in policies and actions which reduce the extent to which risks arise in the first instance, and the creation and subsidization of insurance mechanisms so as to diminish the ultimate impact on poor persons of adverse shocks which do take place.

Although the requirement to promote minimally adequate levels of advantage for human beings generates especially strong moral obligations, there are other moral arguments for reducing the creation of systemic risk-creating activity. Foremost among these is that such risk-creating activity can be viewed as imposing upon others negative externalities to which they have not consented. The moral and legal arguments that typically apply in such cases pertain here.

The political economy of volatility and insurance

In order to understand what policy options are likely to be feasible or infeasible, it is essential to take note of the political economy underlying volatility and insurance.

It is interesting to note that uncertainty can theoretically be in the interest of firms, especially those that lack price-setting power in product or factor markets.\textsuperscript{17} This result, which may at first appear surprising, is a consequence of the convexity of such a firm’s profit function (defined in relation to output prices and input costs). If firms can make flexible input and output decisions then their average profits may be higher in a volatile environment. Empirical evidence concerning the effects of uncertainty on investment and profits is mixed, and does not therefore permit a clear rejection of this possibility. In contrast, as we have noted, volatility of prices is not in the interests of consumers in general, and in particular of poor ones. These background facts give rise to the possibility of a conflict of interest between producers and consumers, whether they are respectively within the same country or in different countries. Similarly, government decision makers may have less incentive to reduce exposure to risk than do individual persons, especially if decision makers respond to the interests of small constituencies who are relatively insulated from such risks. We may imagine, for instance, the existence of an inner belt of constituents who enjoy government influence and are
well protected from variations in government expenditure and an outer belt of constituents which enjoy little government influence and bear the brunt of such variations. A government ‘captured’ by privileged interests in this way may have little incentive to reduce aggregate-level fluctuations.

Many social insurance schemes contain an implicit transfer component in addition to their risk-sharing component. When risks are not fully understood it may be difficult to identify the extent of the transfer element in a social insurance scheme. Unsurprisingly, such schemes may be opposed by those groups which provide a net contribution to the transfer component of the scheme. Efforts to reduce systemic volatility (and even more so volatility experienced by disadvantaged or vulnerable groups) may not be met with strong support from all quarters if it is perceived that they are likely to include a transfer component.

We have noted that at present few formal insurance schemes exist at the international level. There is a reason, however, that explicit ex-ante insurance schemes may be preferable to ad-hoc ex-post compensation schemes (i.e. those that compensate countries ex-post for the occurrence of an adverse event); whereas net beneficiaries and net payers into a scheme are necessarily known in ex-post compensation schemes, they are not known in ex-ante insurance schemes, which increases the likelihood that membership in such schemes will appear comparatively attractive to countries, even if membership requires financial contributions. As a result, the level of compensation likely to be provided to eventual beneficiaries under such schemes may be higher than under the ex-post alternative. Presently, ad-hoc ex-post compensation schemes, which are often under-financed, are the norm.

Past international-level risk-reduction and insurance mechanisms

A number of risk-reduction and insurance arrangements which seek to diminish shocks of international origin faced by developing countries or to protect them partially from the impact of aggregate shocks to national income and to foreign exchange earnings have arisen in recent decades. Some of these continue to exist whereas others are defunct. These arrangements can be separated into two kinds. The first are ad hoc schemes which protect countries against the impact of aggregate shocks on an ad hoc or discretionary and ex post basis. For example, donors have sometimes provided additional aid to countries that have experienced negative shocks to aggregate income or foreign exchange earnings, especially as a result of natural disasters. This aid practice can be viewed as providing a degree of de facto insurance to countries. The financing offered by international financial institutions to countries suffering exchange rate imbalances might also be viewed as providing a degree of de facto insurance. Although the conditioning of such financing on having experienced adverse shocks is typically informal, this is not always so. A crucial distinction, however, is that international financial institutions typically provide opportunities to borrow rather than grant assistance. From this point of view, their activities are not insurance providing in the traditional sense.
The second type of scheme seeks to diminish risks faced by countries or to insure them against the impact of adverse occurrences through institutional and *ex ante* mechanisms.

For example, an interesting (and unique) example of explicit insurance against natural disasters is that of the Commonwealth and Small States Disaster Management Scheme (CDMS), launched jointly by the Commonwealth and Lloyd’s Syndicates. Under the scheme, countries with small populations can negotiate insurance which provides partial repayment of debts in the event of natural disasters. However, to date the premiums involved appear to have been too high to generate widespread interest.

There is a long history of the use of international buffer stocks as a means of attempting to stabilize the prices of commodities and, thereby, of national real incomes. Famously, John Maynard Keynes forcefully advocated national and international efforts to achieve commodity price stability through the use of buffer stocks and envisioned that they would play an important role in the postwar international economic system. The use of international buffer stocks to stabilize specific commodity prices became prevalent in the 1960s and 1970s as part of international commodity agreements. In the 1970s, it was sought unsuccessfully to expand these within the context of an ‘Integrated Programme for Commodities’. Most such schemes have ceased to exist, in some instances after enjoying brief successes. Failed agreements to manage such schemes have existed under the International Sugar Agreement (scheme ended in 1984), the International Tin Agreement (scheme ended in 1985), the International Cocoa Agreement (scheme ended in 1998), the International Coffee Agreement (scheme ended in 1989), and the International Natural Rubber Agreement (scheme ended in 1999). Of course, there are some examples of enduring and successful stabilization schemes. Reasons for the termination of such agreements are complex, but appear to include differences in opinion regarding the price objective to be sought between importing and exporting country members, difficulty in determining what constitutes a long-run equilibrium price, difficulty in making predictions as to the duration of negative shocks, openness to speculative attack if target prices are perceived as lacking credibility, difficulties in policing the behaviour of member countries, and the interest and carrying costs of buffer stocks. The long run of low prices experienced in the 1980s appears to have been a decisive factor in the collapse of a number of such schemes. A central difficulty of buffer stocks schemes is the exhaustion of available funds due to unexpectedly long periods of low prices. Moreover, buffer stocks are difficult to begin because of the cost of their initial financing. There is a strong case to be made that most buffer stock agreements were bound to fail because of the low level at which they were financed. As a result, it cannot be concluded on the basis of past experience alone that such schemes are infeasible.

There have also been efforts to stabilize export earnings of countries without stabilizing prices of exported commodities. The European Union’s STABEX fund attempted to stabilize export earnings related to specific commodities for ACP (African, Caribbean and Pacific) countries under the Lome Convention between
1975 and 2000. The fund provided transfers to countries based on reductions in export-earnings relative to a previous multi-year average. However, only certain commodities were covered, and a small number of countries were overwhelmingly the beneficiaries of the fund. Moreover, for many years it required that gains from the fund should be reinvested in the specific sector covered by the fund, limiting its ability to cushion the impact in other sectors of the economy of export-earning induced variations in government revenue, demand and employment. The fund was moreover perceived as having a slow rate of disbursement (up to 12 months after the decline in export-earnings was registered). Another fund established under the Lome Convention, SYSMIN, provided similar stabilization of export-earnings arising from minerals exports (other than oil, gas, and precious metals) of ACP countries. This fund has ceased operation in 2000 as a result of the expiry of the Convention. Since then, under the successor convention (the Cotonou Agreement) a system of financial support ‘to mitigate the adverse effects of any instability in export earnings’ known as FLEX has been in operation. The eligibility criterion is an adequately sizable loss of export earnings as compared with average earnings in preceding years. Support is limited to four successive years. Unlike STABEX and SYSMIN, FLEX does not focus narrowly on specific export commodities and does not presently require that funds transferred under the scheme be spent on specific purposes. Disbursements under FLEX have thus far been relatively modest (€36.5 million in 2000–2002).

Practical proposals

The reduction of the creation of risks that are international in origin is a worthy end. A number of sources of such risks are presently discernible. Institutional mechanisms at the international level (such as the so-called Tobin tax on currency transactions) may play an important role in diminishing creation of risks of this kind.

There is no single best option for developing countries to reduce their exposure to risks. The use of a broad portfolio of strategies to reduce risks will be appropriate for most countries. However, here we would like specifically to consider the question of how countries can best reduce the likelihood that their poorest citizens will suffer adverse shocks, as well as the impact of such shocks, should they be suffered.

A number of means have been proposed to address aggregate income shocks faced by developing countries. Past and present schemes of this kind, aiming at the reduction of export price and income volatility, were surveyed in the preceding section. Instruments of this kind (discussed in the previous section) have played an important role in reducing the fluctuations in export income faced by some (especially smaller poor countries). As noted above, in practice relatively few countries and commodities have been covered by these schemes, and their importance has diminished over time (or they have even ceased to exist over time) because of difficulties in managing and financing them.

Recently, interest has grown substantially in the use of market-based instruments to provide insurance to countries against aggregate fluctuations, although there
are as yet few, if any instances of countries systematically using these instruments to provide such insurance. Dodd (2004), Pollner (2001), Freeman et al. (2003b) and IMF (2003) contain a useful catalogue of such instruments that are presently traded, and the suggestion that they may be fruitfully employed by developing countries to diminish vulnerability to aggregate fluctuations. These instruments include catastrophe bonds, contingent surplus notes, exchange traded catastrophe options, catastrophe equity puts, catastrophe swaps, weather derivatives, commodity-indexed bonds, and commodity-linked bonds. Market-based instruments of these kinds can potentially be applied to limit the risk faced by individual countries. Their essence is to transfer risk to others in exchange for a payment. For example, catastrophe bonds are bonds which are subject to default by the issuer in the event that a defined catastrophe takes place. A contingent surplus note gives the issuer a right to sell debt at a specific price to the buyer of the note in the event of a defined catastrophe. Exchange-traded catastrophe bonds entitle the buyer of the option to payment in the event that total insurance claims of a specified type exceed a defined level. Catastrophe swaps guarantee that an investor assumes an insurer’s liabilities in the event of a defined catastrophe, in return for specified payments to an investor. Weather derivatives guarantee payments in the event that a specific weather event takes place. These market-based instruments are at the time of writing almost exclusively traded in, and defined in relation to, events in developed countries. Moreover, their use has been limited even in developed countries, although it is growing.29

There is a widespread and growing view that market-based instruments of these kinds offer better options for diminishing the risks to foreign exchange earnings and aggregate income faced by many developing countries than the traditional mechanisms such as commodity price stabilization through buffer stocks.30 Indeed, in principle the two approaches can deliver equivalent results.31 However, at present the belief in their potential is largely speculative, and is likely driven by private as well as public interests. It must be remembered that the use of derivatives contracts can also carry significant costs, in the form of margin requirements. Costly or inadequate access to credit can make it especially difficult to meet these requirements.32 Moreover, in the absence of adequate international regulation, it is not obvious that such contracts will be adequately reliable. The default risk associated with derivatives contracts is inherent. It may be addressed through an adequate public role in securities markets (presently lacking at the international level) and through the development of private systems for identifying default risks.

Perhaps unsurprisingly some recent proposals for mechanisms that reduce aggregate income instability faced by developing countries have emphasized the need for an international public intermediary to play a role in financing, creating, monitoring or issuing the derivative contracts that may be employed by countries.

Bower and Kamel (2003) call, in a detailed and well-argued proposal, for the creation of an international agency (to be called the Global Commodity Insurer or GCI) ‘that would operate an international Commodity Price Insurance (CPI) scheme with the objective of protecting national government revenues, spending and investment against the adverse impact of short-term deviations in commodity
prices, and especially oil prices, from their long-term equilibrium level’. The GCI would take advantage of the rapid growth of trading in derivative securities in the global capital market since the 1980s by selling CPI insurance contracts tailored to the specific commodity price exposure faced by national government, and offsetting the resulting price risk with a portfolio of derivative contracts of five-year or longer maturities, supplied by banks, insurers, reinsurers, investment institutions, and commodity trading companies, with investment grade credit ratings’. Similarly, Sarris (n.d.) calls for the developed countries to establish a fund which acts as an international financial intermediary that would make available to low-income commodity- or food-dependent countries single year or multi-year ‘put and call like options’ for commodity exports and cereal imports and would ‘reinsure its own risk exposure with commercial options or swaps, etc.’ The fund would potentially offer subsidies to individual countries. Although there are certainly technical and practical problems involved in implementing schemes of this kind, the logic underlying them seems highly plausible.

Other recent proposals (e.g. Loser (2004), Martin and Bargawi (2004), and Guillaumon, Guillaumont Jeanneney, Jacquet, Chauvet and Savoye (2003)) have emphasized the possibility that the provision of insurance may become a goal that is built into systems of aid provision, so as to provide aid to individual countries in a manner that explicitly counteracts adverse ‘cyclical’ economic shocks (especially those of international origin, such as commodity price variations).

Another possibility is to create a global contingency fund that would provide additional resources to countries facing severe negative shocks. The fund could be financed in advance and could rapidly disburse resources to countries that suffer adverse shocks of specific kind (for example, due to natural disasters), after an appropriate international assessment (for example, by a standing ‘peer and partner review committee’ which includes representatives from other countries).33 Recent proposals for a standing United Nations fund for providing rapid disbursements to countries affected by emergencies are along these lines.

Schemes of the kind described above are designed to protect countries against shocks to aggregate income (or, more specifically, to foreign exchange and government revenues). As instruments to address adverse shocks experienced by the poor, they suffer possible disadvantages. First, as they are often designed to insure against variations in aggregate income arising from a specific source (for example, commodity prices) they cannot adequately insure countries against variations in aggregate incomes from other sources (for example, adverse climatic events, or sudden decreases in remittances) which may have an important impact on the poor. Secondly, they cannot directly insure the poor against adverse shocks to their level of advantage. For example, the level of advantage of the poor (or potentially poor) may be influenced by the distribution of aggregate income (as distinguished from the level of aggregate income) and by the level and nature of public expenditures which advance their interests. For this reason, although aggregate stabilization schemes are potentially helpful, they do not offer a fully adequate means of diminishing the volatility of incomes (or, more generally, levels of advantage)
experienced by the actually or potentially poor. The extent to which stabilization of aggregate incomes helps to achieve that end will depend upon the extent of correlation between incomes of the poor or potentially poor and aggregate incomes (or, more specifically, the insured components of aggregate income such as foreign exchange and government revenues). There is reason to think that in practice the link between aggregate export incomes and the advantages experienced by the poor may sometimes be weak. Variations in aggregate export earnings may not be translated directly into variations in wages and employment within the export sector (especially in the case of capital-intensive resource-extracting industries). The poor may work in production of non-tradable or import-competing items and the effects of fluctuations in the export sector on their wages and employment may accordingly be limited.34 The extent and pattern of public expenditures from which the poor benefit may fluctuate for reasons other than that there are variations in aggregate income.35

In principle, insurance schemes that insure the poor or potentially poor against fluctuations in their levels of advantage are needed. The informational barriers and transactions costs involved in establishing such schemes directly (i.e. with individual persons as parties to an insurance agreement) may be prohibitive. However, their indirect equivalent may be more feasible to create. In particular, it may be possible to establish insurance mechanisms which protect the poor by providing states with the ability and means of extending appropriate social protections, regardless of fluctuations in the demand for these protections.

Existing national social safety nets which can meet increases in demands for social support rapidly and at low marginal costs are likely to continue to be the most effective means of protecting the poor from adverse shocks, whether of national or international origin.36 A central question is that of how such standing social safety nets should be financed. Large countries may be able to finance such schemes through their internal resources. Because of the scale and internal diversity of such countries, shocks are likely to be localized and there is likely to be scope for self-insurance.37 In contrast, smaller countries may find it difficult to absorb the increased demand on fiscal resources resulting from the expansion of needs in the wake of an adverse shock. The adverse shock may have a sizable negative effect on aggregate national income and government revenues. Foreseeing this, such countries may believe it is inadvisable or infeasible to put in place domestically financed standing social safety nets, which can meet unpredicted increases in needs rapidly and at low marginal costs. How can this obstacle to the creation of effective standing social safety nets which effectively protect the poor be overcome?

A means of addressing this problem may be to create a global reinsurance fund. A global reinsurance fund would provide insurance to poor countries against the risk of expanded demands for social support resulting from sizable unpredicted shocks of national or international origin. The extent and nature of the insurance provided would be determined bilaterally by negotiation between the global reinsurance fund and each individual country, and would reflect the specifics of the risks judged to be faced in an individual country as well as the nature and
extent of the social protections offered by actual or proposed domestic standing social safety nets reinsured by the global fund. Reliable and externally verifiable public statistics on the coverage and disbursements of the social safety nets would be required, and would have to be developed systematically in consultation with the reinsurance fund. The creation of such statistics would also serve as a basis for increased public accountability and program efficiency. The reinsurance fund would enable poor countries to withstand the risks associated with rapid increases in demand for social support from standing social safety nets, and thereby make it more feasible to establish them. Premiums for the reinsurance fund would be shared between poor countries and rich countries, with the degree of the subsidy to each country determined by appropriate considerations. Each rich country’s contribution to the cost of these subsidies would reflect its role in creating risks of international origin faced by poor countries, and its commitment to help the poor in these countries. Funding can be provided through voluntary yearly contributions, a permanent cost-sharing agreement between governments (perhaps embodied in a transparent formula established and periodically revised by the governing body of the reinsurance fund) or through earmarked international taxes (such as those which have been recently proposed in relation to short-term capital inflows and jet fuel) collected by governments and provided to international institutions including the reinsurance fund for agreed purposes.

A global reinsurance fund of this type would help countries to establish standing social safety nets that offer effective protection to the poor or potentially poor against adverse shocks, whether national or international in origin. It is appropriate that the costs of creating and maintaining such a fund should be shared between poor and rich countries. Such sharing would underline a conception of shared responsibility for eliminating serious disadvantages and recognize the causal role that countries may have played in creating adverse shocks that are experienced elsewhere. It would also create an incentive for developing countries to establish standing systems of social protection by reducing their potential costs.

A global reinsurance fund is only one example of an international mechanism for expanding protections available to the actually or potentially severely disadvantaged. Other possible mechanisms must be envisioned and explored. Practical insight and institutional imagination are required in order better to develop innovations that spread risks more equitably – across societies and persons.
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1 I would like to thank the participants in the workshop Workshop on Pro-Poor Macroeconomics held in Florence on 24–5 February 2005, and Stuart Corbridge, Andy Mold and Giovanni Andrea Cornia for helpful written comments.
2 On the latter, see e.g. the contributions in Dercon (2004).
3 See Dodd (2004), Table 1, for some illustrative evidence of the relation between commodity export prices, GDP, and government revenue for some developing and transition countries.
... between 1990 and 1998, 94 per cent of the world’s major disasters and 97 per cent of disaster-related deaths were in developing countries’ (IMF 2003). See also Freeman, Keen and Mani (2003a, b).

Of course, the consumption basket of the affluent may also be quite import intensive so this is in the end an empirical question. At any event, we are not at pains to show that the poor are more subject to these vicissitudes than the non-poor, but rather to show that they are vulnerable to them in absolute terms. Discuss Indonesia’s domestic rice price regime – an effort to come to terms with this problem.

Evidence on correlation between government revenues and price shocks.

See, for example, Aldy (2004) who shows that heating subsidies diminish deaths of the elderly due to cold weather shocks in the United States.


See Appendix III in Freeman et al. (2003b).

In this way, it acts as federal countries do with respect to regions within countries.

Given the existence of complete derivatives markets and the assumption that arbitrage opportunities have been exhausted, for any insurance contract that may be offered an equivalent set of state-contingent outcomes can be achieved through the buying and selling of appropriate derivatives products.


For an accessible presentation of the issues, see Dodd (2004).

See Barry (2005a,b,c).

Ibid.


For example, the IMF ‘has provided Emergency Assistance for Natural Disasters since 1962, when it agreed to lend Egypt 25 percent of quota to help cover temporary liquidity needs resulting from a major crop failure’ (IMF, 2003, p. 23). The IMF’s Compensatory Financing Facility (CFF) has provided ‘financing for members experiencing balance of payment difficulties resulting from a temporary decline in export earnings or a temporary increase in cereal import costs’ (ibid, p. 25). A variety of rules restrict eligibility to temporary shocks of external origin of a sufficiently large magnitude. Use of the CFF was extensive in the 1980s and 1990s but has been limited subsequently, as greater use has since been made of ‘augmentation’ of general lending arrangements (in particular, the so-called Poverty Reduction and Growth Facility (PRGF)) to meet unanticipated needs, typically during semi-annual reviews. As pointed out by Mold (2005), since January 2000 it has not been used once. It is arguable whether these mechanisms should be considered to be forms of insurance. Insofar as the IMF is a co-operative of member countries with capital paid-in by all members, the IMF mechanisms just surveyed might be viewed as insurance. Of course, contributions of paid-in capital vary according to the member and no explicit insurance ‘premia’ are paid, as a result of which it may contrarily be argued that these mechanisms constitute safety nets rather than insurance schemes.

The rate of interest charged may also be quite high. See, for example, Martin and Bargawi (2004, 15): ‘The IMF Compensatory Financing Facility (CFF) is so expensive that it would breach the concessional borrowing ceilings which are standard in African PRGF programmes, with the result that no African low income country has used it recently.’

Price stability has been an avowed goal (arguably achieved) of successful cartels in industries such as oil and diamonds. Of course, the primary goal of such cartels may be to raise rather than stabilize prices.

See the description of the collapse of the International Rubber Agreement in IMF (2003), p. 72.
24 Bower and Kamel (2003) describe concisely the insights of Newbery and Stiglitz (1981) on the dilemmas facing buffer stock schemes, as a result of the stochastic nature of commodity prices: ‘Two issues arise: first, that the financing and insurance may be so large that it exceeds the potential benefit of stockpiling even if prices are very volatile. More importantly, even if the benefits justify the costs, there is always a possibility that a very long run of low prices followed by an equally long run of high prices might occur or indeed vice versa. This means that, no matter what the starting stock level, there would always be some probability that stocks would be depleted before prices fell or that stocks would grow so large that they exceeded total available storage capacity or finance before prices rose again. For all practical purposes, Newbery and Stiglitz conclude that complete price stabilization in a buffer stock scheme is therefore impossible.’

25 See, for example, Cashin, Liang and McDermott (1999).

26 See Mold (2005).

27 ‘Over the period 1975–1995, STABEX transfers totaled about €3 billion, and four products (coffee, groundnuts, cotton and cocoa/copra) accounted for 80 per cent of effective transfers’ (IMF, 2003, p. 82).


29 Exchange-traded catastrophe options currently trade on the Chicago Board of trade. The market in weather derivatives is now relatively large, possessing a market value of $4.5 billion in the United States in 2001 (IMF, 2003). So far, catastrophe bonds have been issued primarily by insurance firms. However, Froot (1999) found that there was ‘no coverage for the largest, most severe events’.

30 See, for example, Bower and Kamel (2003), Dodd (2004), Gilbert (1996), ITFCRM (1999), Sarris (n.d).

31 See Bower and Kamel (2003).

32 Ibid.

33 See Reddy and Heuty (2005) for more on the concept of peer and partner review.

34 See e.g. Mold (2005).

35 Indeed, the STABEX fund prohibited beneficiary countries from expending the monies received from it for purposes other than to protect the income of firms and persons involved in production of covered exports.

36 The Employment Guarantee Scheme in Maharashtra, India, in which the poor are entitled to demand public employment at the statutory wages, provides an especially successful example of a scheme of this kind. For an elaboration of this general argument see, for example, Cornia and Reddy (2004) and Cornia (2001).

37 The contrast between India’s internal response to the Indian Ocean Tsunami disaster of December 2004 as compared to other countries, which relied more greatly on external resources, is illustrative in this regard. The relative ease with which it has handled the crisis is due not only to the smaller number of people affected but, equally importantly, to the manageable magnitude of the demands created by the crisis in relation to available internal resources, including existing provisions for emergencies.

38 In principle, the equivalent of this scheme can be achieved through private reinsurance or through the creation of appropriate derivatives markets. The World Food Programme is presently developing, in conjunction with private reinsurance companies, rainfall based insurance contracts. Premiums would be partially or fully paid by donors and would finance rapid drought-related emergency assistance when required. See ‘Radical plan for Ethiopia aid’, Financial Times, 11 May 2005.

References


This page intentionally left blank
Part II
Country Case Studies
This page intentionally left blank
Introduction

Mauritius’ economic performance over the last two decades has been remarkable. During this period, real Gross Domestic Product (GDP) growth rate has averaged 5.4 per cent per year, inflation has declined from over 25 per cent in the early 1980s to less than 5 per cent in 2004 and per capita income has increased over the same period from around $1,166 to nearly $5,000. Social conditions have also improved; life expectancy at birth increased from 61 years in the 1960s to 71 in the 1990s, primary enrolment from 93 to 105 per cent, the Gini coefficient declined from 0.5 to 0.37 and the Human Development Index (HDI) increased from 0.626 in 1980 to 0.772 in 2000.

Mauritius is a small island developing country with limited resources. From a mono-agricultural industry, based on the production of sugar, Mauritius has successfully diversified into other sectors such as manufacturing, tourism, and, recently, into financial services. Earnings from the high price paid on its sugar exports have allowed Mauritius to implement a sustainable development process over the years. From the mid-1970s Mauritius embarked on a diversification process focused on manufacturing sector and tourism. Mauritius set up the Export Processing Zone (EPZ). The manufacturing sector became critical for the country in terms of employment and export earnings. On the other hand, tourism was developed since the early 1970s to become one of the main pillars of the local economy. In 2003, the tourism industry accounted for approximately 6 per cent of GDP. The EPZ sector accounted for about 70 per cent of exports and 23 per cent of GDP, while sugar represented 7 per cent of GDP and 14 per cent of total exports. The government has also taken measures to extend the role of the financial sector. Over the last 10 years this type of activity has increased strongly to account for 15 per cent of GDP. These financial services include banking and offshore activities. Furthermore, Mauritius is positioning itself in the field of Information and Communication Technology (ICT) for software and hardware developments and business process outsourcing.
Though there is no absolute poverty in Mauritius, it is estimated that around 10 per cent of the population live below the poverty line. The common internationally accepted poverty line of $1 per day is not appropriate for Mauritius given the extensive social welfare programmes available such as free health and education for all, non-contributory pension for those over 60 years and subsidized necessities such as basic food, electricity and water.

However, recent social unrest in February 1999 has brought the issue of inequality and poverty to the forefront of the economic and political agenda. Mauritian policy makers are aware that they need to remain vigilant to poverty and exclusion because it has an impact on social cohesion. On the one hand, the country has to implement various macroeconomic policies to try and retain its competitive edge; on the other it has to address the problems of the vulnerable groups. Mauritius is a signatory of the Millennium Declaration and the target is to bring poverty to 5 per cent by 2015.

The process of economic development in Mauritius can be broadly classified into three periods: a period where the economy was under structural adjustment reform, the period 1980–87; the next phase was the move towards financial and trade liberalization, the period from 1987 to late 1990s and the third phase from 1999 onwards, a sustained policy towards economic diversification in light of eroding preferences in our major export markets, viz, the dismantling of the Multi-Fibre Agreement (MFA) in 2005 and the revision of the Sugar Protocol.

The chapter is structured as follows. The next three sections review the economic reforms during the three periods identified above and then analyse the impact on the economic and social indicators during these same periods. Then we consider the targeted approach to poverty alleviation. Later the author presents an econometric analysis of the impact of the financial and trade reforms on relative poverty. The final section draws some policy conclusions about pro-poor growth.

Phase 1: Structural reforms and economic diversification, 1979–87

In the first half of the 1980s, the emphasis of macroeconomic policy was on economic adjustment with a view to re-establishing economic stability after a period of serious economic imbalances linked to external shocks and inclement weather conditions. During the period 1979 to 1983, the emphasis was on macroeconomic stabilization. The economy in the 1970s was principally a mono-crop economy, depending heavily upon sugar production. The Export Processing Zone (EPZ) sector and the tourism industry were still in their infancy. Following the oil price shocks in 1979 and 1981, coupled with economic mismanagement and the fact that severe cyclones hit the country, most of the economic indicators were alarming, with inflation in double digits, unemployment as high as 20 per cent, a high budget deficit and a chronic balance-of-payments (BOP) deficit. Mauritius engaged into several structural adjustment programmes with the International Monetary Fund (IMF) in order to address the major macroeconomic imbalances prevailing at the time.¹ The structural adjustment or supply-side measures concentrated on the
three most important productive sectors: sugar, manufacturing and tourism. During the sub-period 1983–87, with the structural reforms in progress and taking advantage of the trade preferences under the Lome Convention and the MFA, an export-led growth strategy was pursued vigorously, with a particular emphasis on textile and clothing. The Convention gives Mauritius a considerable advantage over non-ACP countries, such as Hong Kong and the Republic of Korea, as their exports were subject to a 17 per cent duty on entry into the European Union. The tourism sector was also being strengthened. GDP annual growth rate increased from just under 0.4 per cent in 1983 to nearly 7 per cent in 1987. Around the same period, unemployment has declined from 20 per cent in 1983 to 3.1 per cent in early 1988.

Fiscal policy

The fiscal policy measures were geared towards generous fiscal incentives to promote the EPZ sector and an escalating external tariffs structure to protect local firms engaged in import substitution. The main fiscal incentives given to EPZ firms were: a tax holiday on corporate profits, the free repatriation of profits, no tax on dividend income, investment tax credits (ITC) for investment in plant and machinery, finance at preferential interest rates and import duty exemptions on plant, machinery and raw materials. Companies in the tourism sector were given similar incentives but paying a corporate tax of only 15 per cent.

Moreover, in the late 1970s and early 1980s, revenue-raising efforts shifted from direct taxation to indirect taxation. The corporate tax rate was reduced from 55 to 35 per cent in 1985 and the income tax rate was reduced from 70 to 35 per cent in 1986. The income tax bands were reduced from eight to four. There was also the introduction of the sales tax in 1983 with the initial rate set at 5 per cent.

Foreign direct investment

During this phase, Mauritius had a good record in terms of attracting FDI. This was expected, given the generous fiscal incentives and the cheap labour comparative advantage. This rising trend in FDI continued until early 1991. The average FDI inflow per annum over the period 1981 to 1988 was Rs 462 million and in 1987 it was 3.33 per cent of GNP and peaking to 7.55 per cent of GNP in 1988. After 1991, the inflow of FDI has been much more erratic, as will be seen in the section describing phase 3.

Monetary policy: administered interest rate regime and directed credit programmes

A tight monetary policy was needed to control consumption expenditure, particularly expenditure on imports in order to restore balance-of-payments equilibrium and to contain the already high inflation rate. The government also considered that the key sectors of the economy should have adequate access to bank credit and at reasonable interest rates.

Therefore, the maximum lending rates banks could charge on loans to priority and non-priority sectors were controlled. The practice was to change these rates at
fixed intervals in light of developments in the monetary and real sectors. Annual credit ceilings were established for the expansion of bank credit. However, maximum lending rates to priority sectors were removed in 1983. The removal of interest rate controls on deposits came later. The minimum interest rates on time deposits were removed in March 1984. The objective was to encourage domestic savings to finance the rising levels of private investment.

Small farmers and small entrepreneurs would not meet the lending criteria required by commercial banks. Appropriate schemes were set up under the Development Bank of Mauritius to finance such projects, usually at subsidized interest rates. The objective was not only to promote self-employment but also to tap all opportunities to reduce the relatively high rate of unemployment. Today, these enterprises in Mauritius employ a significant minority of the labour force. As at December 1997, employment in small establishments accounted to about one fifth of the labour force and their contribution to GDP was around 14 per cent.

Exchange rate regime

The process of exchange rate determination has also evolved from the Special Drawing Rights (SDR) peg in the late 1970s and early 1980s to a market-determined rate, with occasional government intervention (see Chapter 4). The SDR peg lasted from January 1976 to February 1983. The rationale for pegging the rupee to the SDR was that positive and negative changes in the value of the rupee against the 16 currencies in the SDR basket would lead to a fairly stable exchange rate with the country’s trading partners. As it appeared that the SDR peg would lead to an overvaluation of the rupee, a new method of determining the exchange rate was adopted as from March 1983, where the rupee was linked to an undisclosed basket of currencies of major trading partners. This lasted until July 1994.

During this period, foreign exchange allocation was controlled, import permits were required, and a stamp duty of 45 per cent was imposed on capital transfers other than those from inward investments.

Impact of reforms on economic and social indicators

There is much less consensus as to what exactly is pro-poor growth, let alone what it consists of (Ravallion and Chen 2003) (see also Chapter 13). One view is that growth is pro-poor if the accompanying change in income distribution by itself reduces poverty. A broader definition is that growth is pro-poor if the poverty measure of interest falls (Kraay 2004). In addition, in Mauritius there is no established official poverty line. Information obtained from Household Budget Surveys (HBS) give some indication of the extent of income poverty. Low-income households are defined as those households whose income is below the half median income or those earning less than one third the mean income. Therefore the poverty measure of interest that will be used throughout following sections will be the percentage of households earning less than half the median income and the percentage earning less than one third the mean income. Tables 8.1 and 8.2 compare the social indicators in relation to the economic indicators over the period 1981–87.
Table 8.1  Main economic indicators

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Macroeconomic policy inputs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal interest rate</td>
<td>9.25</td>
<td>12.06</td>
<td>9.46</td>
<td>9.38</td>
</tr>
<tr>
<td>Real rate</td>
<td>-17.25</td>
<td>4.56</td>
<td>1.16</td>
<td>8.68</td>
</tr>
<tr>
<td>Money supply (M2, Rs million)</td>
<td>3655</td>
<td>5213</td>
<td>6551</td>
<td>11459</td>
</tr>
<tr>
<td>Nominal exchange rate (Rs/US$)</td>
<td>8.937</td>
<td>11.706</td>
<td>15.442</td>
<td>12.878</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>88.4</td>
<td>91.2</td>
<td>93.1</td>
<td>95.7</td>
</tr>
<tr>
<td>Budget deficit (% of GDP)</td>
<td>15</td>
<td>9.4</td>
<td>5.3</td>
<td>2.3</td>
</tr>
</tbody>
</table>

| **Macroeconomic outputs as % of GNP** |        |           |        |        |
| Current account balance | -21.70 | -9.88     | -8.86  | -2.09  |
| Overall BOP balance     | -9.84  | -2.71     | 2.50   | 11.16  |
| FDI                    | 0.684  | 2.53      | 1.39   | 3.33   |
| Portfolio flows         | n.a    | n.a       | n.a    | n.a    |
| Tax revenue             | 18.49  | 19.85     | 18.80  | 18.73  |
| Public debt:            |        |           |        |        |
| Domestic               | 15.89  | 15.51     | 41.40  | 35.44  |
| External               | 28.27  | 34.13     | 35.31  | 21.19  |
| Inflation (%)           | 26.5   | 7.5       | 8.3    | 0.7    |

| **Real economy outputs** |        |           |        |        |
| GDP growth rate         | 6.4    | 0.4       | 6.5    | 8.9    |
| Investment rate         | 21.9   | 17.73     | 19.0   | 22.1   |
| Savings rate            | 15.0   | 17.10     | 20.8   | 25.7   |
| Openness                | 0.804  | 0.726     | 0.813  | 0.930  |
| Unemployment rate       | 18     | 21        | 15     | 10¹    |
| GDP per capita (US$)    | 1,166  | 1,063     | 1,050  | 1,714  |
| Population growth rate² (%) | n.a | 0.76     | 1.96   | 0.78   |

Notes:
1. The rate of unemployment has fallen to 3.1 per cent by the end of 1988.
2. Growth rate over previous year and same in all tables.

Source: Bank of Mauritius, Annual Reports, various issues and author's computations.

Table 8.2  Movements in social indicators

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average monthly income (Rs)</td>
<td>740</td>
<td>2,212</td>
<td>3,496</td>
<td></td>
</tr>
<tr>
<td>Median monthly income (Rs)</td>
<td>552</td>
<td>1,518</td>
<td>2,663</td>
<td></td>
</tr>
<tr>
<td>Gini coefficient</td>
<td>0.420</td>
<td>0.445</td>
<td>0.396</td>
<td></td>
</tr>
<tr>
<td>Half median (Rs)</td>
<td>276</td>
<td>759</td>
<td>1,332</td>
<td></td>
</tr>
<tr>
<td>One-third mean (Rs)</td>
<td>247</td>
<td>737</td>
<td>1,165</td>
<td></td>
</tr>
</tbody>
</table>

| % of total income:      |        |        |        |
| Lowest quintile         | 6.2    | 5.1    | 6.7    |
| Highest quintile        | 48     | 51     | 45.5   |
| Half Median at constant prices¹ | NA | 759    | 1,062  |

Note: This is a measure to track the incidence of absolute poverty in constant prices using 1981 as the base period. The poverty line is kept constant in real terms using the half median income for the 1980–81 HBS as the base.

Source: Household Budget Surveys and author's computations.
When we analyze the HBS statistics available during the same period, we can see from Table 8.2 that, overall, there has been a significant improvement in the poverty indicators over the period from the 1970s to late 1980s. In 1975, around 17.5 per cent of households were earning less than half the median income. In 1980/81 around 17 per cent of households were earning less than half the median income. Over the same period, there was deterioration in the Gini coefficient, moving from 0.420 to 0.445. From the HBS of 1986/87, around 15 per cent of households had an income of less than half the median income. In real terms, based on the adjusted half median income, the percentage of households earning less than half median income in 1986/87 was only 11.2 per cent. The Gini coefficient also fell to 0.396. Also when compared with the ‘less than one third mean income measure’, we see a sizeable reduction in poverty – from 28 per cent down to 11.5 per cent. Our estimates also show the income share of the highest quintile falling from 48 to nearly 45 per cent. Over the same period, real GDP growth rate picked up to 8.9 per cent, unemployment rate fell, inflation and the budget deficit were reduced to less than three per cent of GDP. In fact, from Table 8.1, the consistent improvements in all the major economic indicators stand out. The macroeconomic measures were not only successful in steering the economy out of recession and towards a boom situation, but also significantly improving the standards of living, particularly of the middle- and lower-income groups.

We therefore see a strong correlation between the improvements in the major economic indicators and the reduction in poverty. The whole philosophy during that period was that growth would reduce poverty – a support for the Kuznets hypothesis. A growing and prosperous economy was believed to be the most effective antipoverty policy instrument. When the structural measures were being implemented, initially the poverty situation worsened and then, towards the late 1980s, when the benefits of the macroeconomic policies started to pay off, there was a significant reduction in the levels of poverty and substantial rises in the average standards of living. In parallel, during the same period some social safety net measures were reinforced and others introduced. The two most important ones were the Unemployment Hardship Relief Scheme and the Food Aid Scheme, both introduced in 1983. These are outlined under the next section below.

The recipe for the economic success during that period, besides the trade preferences under the Lome Convention and the MFA, were sound macroeconomic management, a high level of political commitment, a stable democracy, respect for law and order and a ready pool of an educated and relatively cheap labour force. In fact, the political decision of the government in 1976 to declare free secondary education3 ironically proved to be a fundamental pro-poor growth measure enabling not only the poor but also particularly female labour4 to be educated. Without the high participation rate of female labour in the EPZ sector, the latter would not have known the rapid growth that it did.

Moreover, Mauritius is an example which lends credibility to the hypothesis that income growth is only effective in reducing poverty and inequality if the initial levels of inequality are not too high (Gini coefficient was under 0.43) and if educational levels are sufficiently high.5
The welfare state and pro-poor measures

Mauritius has a strong welfare state with free health and education services and an impressive array of social services and safety nets. The consumer prices of rice, flour, sugar and potatoes are subsidized. There are also price controls on some other commodities such as cement, petroleum products, bread, onions and edible oils.

The state plays a key role in social welfare and security. In fact, expenditure on community and social services attracts the largest share of total government expenditure. The percentage out of total government expenditure spent on health, education, social security and welfare, and housing, over the period 1980 to 1988 averaged 43 per cent and by 1999 was as high as 52.1 per cent. Preferential access to markets in the European Union and the USA has facilitated this strong welfare state.

An Unemployment Hardship Relief scheme was introduced in 1983, paying unemployment benefits only to married couples who are unemployed and not deriving income from other sources and usually at the lower end of the income strata. Among the other important allowances paid are a social aid allowance and a rent allowance. But these allowances are targeted strictly to households meeting some eligibility criteria. However, in September 1982, the subsidies on rice and flour were reduced and a Food Aid allowance was paid to those in the lowest-income bracket.

Health is another area in which significant progress has been made. Its strengths are free public health care for all patients and upgrading and establishing new hospitals catering for the needs of various sections of the population. There has also been a spread of community health centres over the island in order to increase access to public health. To date, Mauritius has also been able to contain the spread of HIV/AIDS. Current estimates show that less than one per cent of the population has the virus.

Providing decent shelter for low-income groups has been another major social priority of the government. In the face of the rising price of rented accommodation, the government initiated projects for the construction of working-class flats in different parts of the country. The National Housing Development Corporation (NHDC) was set up in order to expedite large-scale construction of low-cost housing. House ownership grew from 66 per cent in 1983 to almost 93 per cent in 2001.

The social security system in the country, however, is not targeted enough and many beneficiaries may just be free-riding the system. Allowances in many cases therefore remain low and insufficient. With an ageing population, there is an urgent need to scrutinize the different forms of social security payments and establish the profiles of the recipients. The system of universal coverage is no longer affordable. Politicians are, however, following an over cautious approach as reforms can attract severe political costs.

<table>
<thead>
<tr>
<th>Table 8.3</th>
<th>House ownership</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1983</td>
</tr>
<tr>
<td>House ownership (%)</td>
<td>66</td>
</tr>
<tr>
<td>With Piped Water (%)</td>
<td>93</td>
</tr>
<tr>
<td>With Electricity (%)</td>
<td>99</td>
</tr>
</tbody>
</table>

*Source: IMF Country Reports, various years and HBS 2001/02.*
Given the difficult phase of the early years of the structural adjustment period, several pro-poor measures were taken in order to assist the weaker sections of the population. The main ones are:

- Full compensation to workers in the low-income bracket and a rate of compensation exceeding the rate of inflation for old age pensioners and other recipients of social security benefits.
- A National Solidarity Fund (NSF) was set up, with contribution from the government and the private sector to give financial assistance to the unemployed and the needy.
- Subsidization of the price of rice, flour and potatoes.
- The low-income groups are exempted from the payment of income tax. The exempted amount has been progressively increased over the years.
- Staple foods and other basic commodities are exempted from sales tax.
- As indicated earlier, an Unemployment Hardship Relief scheme was introduced in 1983.
- A rent allowance.

Most of the above measures are still in place, except for the subsidies on the price of rice, flour and potatoes, which have been reduced. Also by September 2005, public transport is free for all pensioners and also all full-time students from primary to tertiary level.

**Phase 2: enhanced financial and trade liberalization, 1988–98**

Towards the end of the 1980s and during the first half of the 1990s, macroeconomic policy was centred on financial and trade liberalization and the management of an economic boom in order to secure sustained growth. The economy was still being propelled by the EPZ export-led growth, the tourism industry and sugar, but with some diversification into the financial services sector with the objective of establishing this sector as another pillar of the Mauritian economy. In fact, between 1992 and 1998, the financial services sector witnessed a rapid growth, with its contribution to GDP averaging 15 to 16 per cent. As from late 1989 an offshore banking sector is also fully operational. The Stock Exchange of Mauritius was set up in July 1989. A Mauritius Freeport was set up in 1992 and the sector gained momentum due to the strategic location of Mauritius. On the social front, however, visible signs of deterioration appeared towards the mid-1990s. There was evidence of growing social inequalities and expanding pockets of poverty mainly in some suburban and coastal regions.

**Fiscal policy**

The main thrust of fiscal policies during that period was the modernization of the tax system, a move from direct to indirect taxes and significant reforms of the external tariff regime (see Chapter 2). In fact, in the late 1980s and early 1990s the country witnessed several no-tax budgets and towards the end of the 1990s the
emphasized on indirect taxes was being reinforced. From Table 8.4 we can see that the share of trade taxes in total tax revenue has decreased from 59 per cent in 1987/88 to around 33 per cent in 1998/99, and the share of indirect taxes has increased from 22 to 45 per cent over the same period. The reform of the indirect tax system is aimed at simplifying the system and eventually reducing effective protection and eliminating reliance by government for budget revenue from import tax. Sales tax was increased to 8 per cent in 1996. In September 1998, the government introduced a Value Added Tax (VAT) as a major step in the reform of the country’s indirect tax system. The initial rate set was at 10 per cent. There are limited exemptions for selected foodstuffs and also for goods and services used in education and health activities. The Pay As You Earn (PAYE) system was introduced in 1993 for the payment of income taxes in order to improve tax collection, and the number of tax bands for income tax were reduced from four to three.

The phase of import liberalization and reduction of protection for local firms began in the period 1986–88, with the progressive dismantling of quantitative import restrictions. In 1991, import licensing was eliminated for all except a limited range of products subject to health, sanitary or strategic controls. However, it was only in July 1994 that a major revision of the tariff structure was introduced. In 1994, a three-column tariff consisting of fiscal duty, general customs duty and a preferential duty was consolidated into a one-column import duty and the number of tariff rates reduced from 60 to eight. Maximum customs duty was lowered to 100 per cent and for preferential countries the maximum was set at 80 per cent.

Table 8.4  Share in total tax revenue (per cent)

<table>
<thead>
<tr>
<th>Year</th>
<th>Income and corporate tax</th>
<th>Taxes on goods and services</th>
<th>Taxes on int. trade</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985/86</td>
<td>10.13</td>
<td>22.17</td>
<td>62.21</td>
</tr>
<tr>
<td>1986/87</td>
<td>12.03</td>
<td>22.03</td>
<td>60.36</td>
</tr>
<tr>
<td>1987/88</td>
<td>12.76</td>
<td>21.68</td>
<td>58.92</td>
</tr>
<tr>
<td>1988/89</td>
<td>14.72</td>
<td>23.77</td>
<td>55.06</td>
</tr>
<tr>
<td>1989/90</td>
<td>16.03</td>
<td>23.84</td>
<td>53.06</td>
</tr>
<tr>
<td>1990/91</td>
<td>15.33</td>
<td>25.14</td>
<td>51.93</td>
</tr>
<tr>
<td>1991/92</td>
<td>16.33</td>
<td>25.11</td>
<td>51.71</td>
</tr>
<tr>
<td>1993/94</td>
<td>13.12</td>
<td>29.41</td>
<td>50.51</td>
</tr>
<tr>
<td>1994/95</td>
<td>16.23</td>
<td>31.30</td>
<td>45.0</td>
</tr>
<tr>
<td>1995/96</td>
<td>17.17</td>
<td>32.30</td>
<td>42.64</td>
</tr>
<tr>
<td>1996/97</td>
<td>16.34</td>
<td>36.83</td>
<td>39.78</td>
</tr>
<tr>
<td>1997/98</td>
<td>15.36</td>
<td>38.30</td>
<td>39.25</td>
</tr>
<tr>
<td>1998/99</td>
<td>15.08</td>
<td>44.72</td>
<td>33.37</td>
</tr>
<tr>
<td>1999/00</td>
<td>14.14</td>
<td>45.84</td>
<td>34.04</td>
</tr>
<tr>
<td>2000/01</td>
<td>15.05</td>
<td>46.89</td>
<td>31.45</td>
</tr>
<tr>
<td>2001/02</td>
<td>16.23</td>
<td>50.29</td>
<td>27.39</td>
</tr>
</tbody>
</table>

Source: Bank of Mauritius, Annual Reports, various issues and IMF Country reports, various issues.
Before June 1994 the maximum customs duty was 600 per cent. Tariffs were lowered on more than 4,000 items in 1994.

It must be noted that the government chose a slower pace of reform of the tariff structure than that advised by the IMF as it considered the negative impact on budget revenue would not only make the budget deficit unsustainable, but would also put at stake important government expenditure on social welfare. But the IMF holds the view that there are still too many high rates and many exemptions, to the extent that the exemptions represent a loss of around 90 per cent of tariff revenue.

Monetary policy
Prior to the 1990s monetary policy was implemented through ceilings on commercial bank credit and administered interest rates. In the 1990s the Bank of Mauritius (BOM) switched from direct to indirect monetary control in line with the general move towards economic liberalization and deregulation. Directed credit programmes were phased out, interest rates were market determined and a series of prudential measures were introduced.

Summary of financial liberalization measures
In July 1988 minimum interest rates on saving deposits were abolished. This was followed four years later by the abolition of the ceiling on bank credit to priority sectors. By July 1993, there was full liberalization of credit, as ceilings on non-priority sectors were also lifted. A Monetary Policy Committee was set up in July 1996 with the view of consolidating the shift to indirect market-based monetary policy. In order to establish a framework to effectively carry out open market operations, there was also the development of a treasury bills market with treasury bills being auctioned from November 1991. A Secondary Market Cell for treasury bills was established in February 1994. Finally, in July 1995, the bank rate was linked to the average Treasury bill rate.

The liberalization of the financial system has also necessitated supplementary measures for reinforcing prudential regulations in order to sustain the stability of the financial system. In accordance with the Basle Capital Accord, minimum risk-weighted capital adequacy ratio was introduced for banks in November 1993 and the minimum capitalization of all banks raised from Rs 25 million to Rs 75 million by January 1998.

Exchange rate policy
It was only when the level of foreign exchange reserves kept rising in the early 1990s and when it became clear that there would not be any excess demand for foreign exchange that imports were fully liberalized and the restrictions on current payments were removed. The sustainability of liberalization was an important objective adopted by policy makers. In September 1993, current account transactions were liberalized.

There was also an important move towards market determination of the exchange rate of the rupee as from mid-July 1994. The rate is now set on the inter-bank
market, where the leading commercial banks initially quote the rupee rates at which they would buy and sell the US dollar. The rates are averaged by the Bank of Mauritius to obtain the opening exchange rate of the dollar, which is then used to determine the market cross-rates of other foreign currencies widely used in Mauritius. In August 1994, with the suspension of the Exchange Control Act, capital account transactions were liberalized.

Following the liberalization of external transactions, though the current account has been in deficit, the level of net international reserves has remained satisfactory (see Table 8.5) and there has been no major upward pressure on the exchange rate value of the Mauritian rupee. In fact, there has been more or less, a steady depreciation.6

Wage policy and labour productivity

During the early part of the 1980s – that is, the stabilization period – the Mauritian government consciously pursued a policy of ensuring that wage awards were less than the rate of inflation. This policy changed sharply after 1986/87. The declining rate of inflation during the first half of the 1980s has been reversed since 1987, exceeding 10 per cent in the period 1989 to 1991. In fact, the average inflation rate over the period 1989 to 1997 was close to 9 per cent. This had a yo-yo effect on the real interest rate, though as from 1994 onwards, a positive real interest rate was restored (see Table 8.6).

There were three significant wage awards7 by the Pay Research Bureau for the public sector in 1987/88, 1992/93 and in 1997/98 (Table 8.7). As a result wage increases have exceeded productivity gains, so that unit wages have risen. Towards the end of 1990s, Mauritius has lost its comparative advantage of low-cost labour. Adjustments were falling on the exchange rate.

Compared to the labour cost in some other countries, it can be seen from Table 8.8 that Mauritius no longer has a cheap labour comparative advantage.

From 1995 onwards, the rate of unemployment has gone above 5 per cent and was close to 7 per cent in 1998 and this upward trend has continued and reaching 10 per cent in 2004. Various factors can account for this. First the rising cost of labour, the closure of many EPZ firms, the Voluntary Retirement Scheme (VRS) as

---

**Table 8.5** Current account balance and net reserves

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current account balance (% of GDP)</td>
<td>−2.3</td>
<td>−5.3</td>
<td>−0.6</td>
<td>0.8</td>
<td>−2.9</td>
<td>−1.6</td>
<td>−1.6</td>
<td>5.4</td>
</tr>
<tr>
<td>Net int. reserves (Rs million)</td>
<td>15,513</td>
<td>15,007</td>
<td>19,304</td>
<td>21,443</td>
<td>21,349</td>
<td>22,575</td>
<td>25,214</td>
<td>40,551</td>
</tr>
<tr>
<td>Net int. reserves (in months of imports)</td>
<td>6.1</td>
<td>5.2</td>
<td>6.3</td>
<td>5.9</td>
<td>5.1</td>
<td>5.0</td>
<td>4.1</td>
<td>5.4</td>
</tr>
</tbody>
</table>

*Source: Bank of Mauritius Annual Reports, various issues and author’s computations.*
In fact, one can argue that the BOM, to a certain extent, lost hold of domestic monetary policy during that period, with the generous wage increases, excess liquidity in the banking system and the rise in consumption expenditure. Moreover, with the liberalization of the current and capital accounts and the high domestic inflation rates, savers were moving into saving instruments denominated in foreign currencies. As a result, gross domestic savings as a percentage of GDP was falling short of the investment rate by about two to three percentage points over the period 1994–97. In fact, empirical evidence shows that many countries, which liberalized the capital account, witnessed a fall in domestic savings and had an adverse effect on capital formation and Mauritius was no exception.

Foreign investment flows

Mauritius was also attracting the least foreign capital in all of Africa. Whilst FDI soared by 49.5 per cent between 1985 and 1990, it edged up by a mere 13.9 per cent

<table>
<thead>
<tr>
<th>Table 8.6</th>
<th>Trends in inflation and interest rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposit rate</td>
<td>11.06</td>
</tr>
<tr>
<td>Inflation rate</td>
<td>16</td>
</tr>
<tr>
<td>Real rate*</td>
<td>−4.96</td>
</tr>
</tbody>
</table>

Note:
*Real rate = Deposit rate – inflation rate.


<table>
<thead>
<tr>
<th>Table 8.7</th>
<th>Productivity indicators: annual average growth rate (1995–99)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Economy</td>
</tr>
<tr>
<td>Labour productivity (%)</td>
<td>3.2</td>
</tr>
<tr>
<td>Average salaries, wages &amp; other benefits (%)</td>
<td>8.5</td>
</tr>
<tr>
<td>Unit labour cost in Rupee terms (%)</td>
<td>5.2</td>
</tr>
<tr>
<td>Unit labour cost in US$ terms (%)</td>
<td>−3.6</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Table 8.8</th>
<th>Hourly labour cost in US$ terms in the textile industry in 1998</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mauritius</td>
<td>Madagascar</td>
</tr>
<tr>
<td>1.41</td>
<td>0.41</td>
</tr>
</tbody>
</table>

in 1991–97. Mean FDI over this period was Rs 482 millions and was negative Rs 37 millions in 1998. The World Investment Report (1997) draws attention to the fact that Mauritius has the lowest record in terms of attracting FDI.

In order to reverse the trend, a Board Of Investment (BOI) was set up in 1999, to act as a one-stop shop for all FDI. But in the years 2000 and 2001, this downward trend was persisting and net FDI was in fact negative.

Public debt
Over the period June 1995 to June 1999, total public debt increased by an annual average rate of 15 per cent, as compared to 7 per cent during the preceding five-year period. As at June 1999, public debt was close Rs 68 billion, representing around 66 per cent of GDP, a threshold that attracts the attention of economic observers and can adversely affect our creditworthiness.

Comparison of economic and social indicators
Tables 8.10 and 8.11 show the evolution of the economic and social indicators from the end of phase 1 to the end of phase 2. Towards the end of the 1990s, the economy was thus marked by a number of adverse developments. The deficiency in domestic savings and investment, high rate of private sector credit expansion, excess liquidity, relatively high rate of inflation and rising unemployment. The economy was characterized by macroeconomic imbalances, reflecting mainly the lagged impact of generous increases in wages and salaries in previous years.

We can see that the deterioration in the macroeconomic indicators (except the growth rate of GDP which was close to 6 per cent) was matched by deterioration in the Gini coefficient and in the percentage of households earning less than half the median income. Poverty and inequality are closely linked to the economic cycle. In Mauritius towards the end of the 1990s, this ‘trickle down effect’ of growth on poverty was not happening. In fact, this phenomenon of growth losing its antipoverty effectiveness has been observed in many countries.\(^8\)

From the late 1980s to the early 1990s, we can see an improvement in the Gini coefficient, showing a further reduction in the levels of income inequality. However, from the mid-1990s to 1997, there has been deterioration in the Gini coefficient, rising from 0.379 to 0.387, despite a significant improvement in the

### Table 8.9  FDI inflows (US$ million)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mauritius</td>
<td>37</td>
<td>57</td>
<td>13</td>
</tr>
<tr>
<td>Botswana</td>
<td>71</td>
<td>100</td>
<td>168</td>
</tr>
<tr>
<td>Uganda</td>
<td>120</td>
<td>175</td>
<td>210</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>81</td>
<td>135</td>
<td>444</td>
</tr>
</tbody>
</table>

### Table 8.10  Trends in economic indicators

<table>
<thead>
<tr>
<th></th>
<th>1989</th>
<th>1991</th>
<th>1993</th>
<th>1995</th>
<th>1997</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Macroeconomic policy inputs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal interest rate</td>
<td>11.06</td>
<td>12.31</td>
<td>8.4</td>
<td>12.23</td>
<td>9.08</td>
</tr>
<tr>
<td>Real rate</td>
<td>11.06</td>
<td>12.31</td>
<td>8.4</td>
<td>12.23</td>
<td>9.08</td>
</tr>
<tr>
<td>Money supply (M2)</td>
<td>18,460</td>
<td>26,767</td>
<td>36,380</td>
<td>47,859</td>
<td>60,359</td>
</tr>
<tr>
<td>Nominal exchange rate (Rs/$)</td>
<td>15.250</td>
<td>15.652</td>
<td>17.648</td>
<td>17.386</td>
<td>21.057</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>98.0</td>
<td>100.5</td>
<td>101.2</td>
<td>104.1</td>
<td>106.7</td>
</tr>
<tr>
<td>Budget deficit (% of GDP)</td>
<td>3.8</td>
<td>2</td>
<td>2</td>
<td>3.7</td>
<td>4.5</td>
</tr>
<tr>
<td><strong>Macroeconomic outputs as % of GNP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current account balance</td>
<td>-5.16</td>
<td>-2.1</td>
<td>-2.4</td>
<td>-5.3</td>
<td>0.80</td>
</tr>
<tr>
<td>Overall BOP balance</td>
<td>6.05</td>
<td>5.53</td>
<td>-1.61</td>
<td>-1.44</td>
<td>1.82</td>
</tr>
<tr>
<td>FDI</td>
<td>4.17</td>
<td>3.15</td>
<td>0.53</td>
<td>0.33</td>
<td>1.11</td>
</tr>
<tr>
<td>Portfolio flows</td>
<td>n.a</td>
<td>n.a</td>
<td>n.a</td>
<td>4.37</td>
<td>-1.59</td>
</tr>
<tr>
<td>Tax revenue</td>
<td>20.20</td>
<td>20.38</td>
<td>18.13</td>
<td>15.83</td>
<td>15.96</td>
</tr>
<tr>
<td>Public debt:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic</td>
<td>35.96</td>
<td>38.18</td>
<td>29.17</td>
<td>31.02</td>
<td>34.47</td>
</tr>
<tr>
<td>External</td>
<td>17.39</td>
<td>13.43</td>
<td>10.09</td>
<td>8.26</td>
<td>11.02</td>
</tr>
<tr>
<td>Inflation (%)</td>
<td>16</td>
<td>12.8</td>
<td>8.9</td>
<td>6.1</td>
<td>7.9</td>
</tr>
<tr>
<td><strong>Real economy outputs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP growth rate</td>
<td>4.0</td>
<td>4.4</td>
<td>5</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>Investment rate</td>
<td>27.1</td>
<td>28.9</td>
<td>28.4</td>
<td>24.4</td>
<td>27.1</td>
</tr>
<tr>
<td>Savings rate</td>
<td>21.5</td>
<td>24.1</td>
<td>24.7</td>
<td>22.9</td>
<td>24.5</td>
</tr>
<tr>
<td>Openness</td>
<td>0.979</td>
<td>0.964</td>
<td>0.866</td>
<td>0.873</td>
<td>0.855</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>2.6</td>
<td>2.6</td>
<td>1.8</td>
<td>5.1</td>
<td>6.6</td>
</tr>
<tr>
<td>GDP per capita US$</td>
<td>2,019</td>
<td>2,500</td>
<td>3,000</td>
<td>3,490</td>
<td>3,525</td>
</tr>
<tr>
<td>Population growth rate (%)</td>
<td>0.77</td>
<td>1.07</td>
<td>1.18</td>
<td>0.85</td>
<td>1.26</td>
</tr>
</tbody>
</table>

**Source:** Bank of Mauritius, Annual Reports, various issues and author’s computations.

### Table 8.11  Movements in social indicators

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average monthly income per household (Rs)</td>
<td>3,496</td>
<td>6,503</td>
<td>10,179</td>
</tr>
<tr>
<td>Median monthly income (Rs)</td>
<td>2,663</td>
<td>5,300</td>
<td>7,870</td>
</tr>
<tr>
<td>Gini coefficient</td>
<td>0.396</td>
<td>0.379</td>
<td>0.387</td>
</tr>
<tr>
<td>Half-median (Rs)</td>
<td>1,332</td>
<td>2,650</td>
<td>3,935</td>
</tr>
<tr>
<td>One-third mean (Rs)</td>
<td>1,165</td>
<td>2,168</td>
<td>3,393</td>
</tr>
<tr>
<td>% of total income:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest quintile</td>
<td>6.7</td>
<td>6.6</td>
<td>5.9</td>
</tr>
<tr>
<td>Highest quintile</td>
<td>45.5</td>
<td>43.75</td>
<td>46.2</td>
</tr>
<tr>
<td>Adjusted half-median</td>
<td>1,062</td>
<td>1,395</td>
<td>1,684</td>
</tr>
</tbody>
</table>

**Source:** Bank of Mauritius Annual Report, various issues, Household Budget Surveys and author’s computations.
average monthly income and the median income. Moreover, in 1991/92, around 14 per cent of households were earning less than half median income and around 8.5 per cent were earning less than one third mean income. In 1996/97, the corresponding figures deteriorated to 14.7 per cent and 11 per cent respectively. There was also a regression in the percentage of income earned by the lowest and highest quintile. However, absolute poverty (based on the adjusted half median-income measure), fell from around 5 per cent in 1991/92 to around 3.7 per cent of households in 1996/97.

With the deterioration in the social indicators, policy makers and other stakeholders considered that poverty needed to be tackled by direct policies designed for this purpose. Various programmes to tackle poverty were set up. These targeted programmes are discussed briefly further in this chapter.

As a result, we observe from Table 8.12 that there has been an increase in government expenditure on community and social services, including social security and welfare during that period, in a way, reinforcing the social safety nets. The government also did not waver regarding its housing policy. In fact, expenditure on housing has doubled compared to the 1980s, where it was around 3 per cent of total government expenditure.

### Table 8.12 Government expenditure on community and social services

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>14</td>
<td>13.7</td>
<td>15.8</td>
<td>16.7</td>
<td>15.7</td>
<td>16.6</td>
<td>16.9</td>
<td>15.8</td>
</tr>
<tr>
<td>Health</td>
<td>8</td>
<td>9.4</td>
<td>9.1</td>
<td>8.7</td>
<td>8.3</td>
<td>7.7</td>
<td>8.3</td>
<td>8.4</td>
</tr>
<tr>
<td>Social security and welfare</td>
<td>15.1</td>
<td>16</td>
<td>16.1</td>
<td>16.2</td>
<td>17.2</td>
<td>18.6</td>
<td>20.6</td>
<td>21.1</td>
</tr>
<tr>
<td>Housing</td>
<td>3.9</td>
<td>5.9</td>
<td>6.9</td>
<td>6.7</td>
<td>5.3</td>
<td>5.9</td>
<td>5.9</td>
<td>5.1</td>
</tr>
<tr>
<td>% of total govt. exp.</td>
<td>43.8</td>
<td>46.8</td>
<td>49.4</td>
<td>50</td>
<td>48.3</td>
<td>50.5</td>
<td>53.2</td>
<td>52.1</td>
</tr>
</tbody>
</table>

*Source: Government Annual Digest of Public Finance, various issues.*

Phase 3: sugar protocol uncertainty, dismantling of trade preferences, AGOA, 1999–2005

In the wake of globalization and trade liberalization, the Mauritian economy is confronted with some serious challenges both on the domestic front and at the international level. The emphasis of macroeconomic policies is therefore directed to economic restructuring in terms of the reorientation of the EPZ sector towards better-quality products, improving productivity by using better technology, improving efficiency of the sugar industry and enhancing economic diversification by promoting the ICT sector,9 non-sugar agricultural diversification and
promoting the fishing industry. Mauritian entrepreneurs are also tapping into investment opportunities in the African region.

It is certain that the price of sugar on the EU market is going to fall in the near future. The local sugar production costs are high. However, the scope for cost reduction in the production of sugar is real and, with appropriate restructuring and re-engineering of this sector, sugar can still play an important role in the development of the country. In 2001, the government of Mauritius, fully conscious of the threats and challenges facing the sugar sector, launched the Sugar Sector Strategic Plan (SSSP) 2001–05, with the participation of all the stakeholders in the sugar industry. The major issues of the plan include more centralization, cost reduction, enhanced productivity, labour force rightsizing using a Voluntary Retirement Scheme (VRS) and mechanization processes, the optimum use of cane sugar resources and the creation of new opportunities. Many aspects of the plan are already being implemented.

The phasing-out of the Multi-Fibre Agreement (MFA) in December 2004 has placed the Mauritian textile sector on a level playing field with its competitors. Cheaper Asian garments and the emergence of cheap labour countries such as Madagascar, Sri Lanka, and China to name a few certainly represent important challenges for Mauritius.

However, the adverse effects of these developments could be offset in part by the Africa Growth and Opportunity Act (AGOA), which provides preferential access for apparel exports to the US market from sub-Saharan Africa, including Mauritius. The AGOA may also act as a further incentive for EPZ companies to accelerate their de-localization process, especially in favour of Madagascar. In fact, quite a number of textile firms have already migrated to Madagascar.

As a result, the grim reality is that the rate of employment in the EPZ sector has fallen by about 17 per cent between 2001 and 2003 (see Table 8.13). Many of these workers are in the low-income group and many of them have spent 15 to 20 years in the textile sector and are finding it difficult to retrain into another sector. Moreover, many of them are in their late 40s and find themselves practically unemployable. The government is providing some assistance to them in terms of vocational training. In this transition process, the low-income group, with their poor ability to cope with risks, is bearing a significant share of the adjustment costs. Suddenly, many of these households find themselves with only one income earner, with direct consequences on their standard of living, on their debt repaying capacity and on the education of their wards.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Firms</td>
<td>477</td>
<td>475</td>
<td>478</td>
<td>485</td>
<td>505</td>
<td>519</td>
<td>524</td>
<td>509</td>
<td>506</td>
</tr>
<tr>
<td>Employment</td>
<td>81,823</td>
<td>79,269</td>
<td>81,915</td>
<td>87,057</td>
<td>90,812</td>
<td>90,765</td>
<td>92,966</td>
<td>86,987</td>
<td>77,623</td>
</tr>
</tbody>
</table>

The tourism sector has remained buoyant: four new hotels have been constructed recently, and the sector is presently attracting around 700,000 tourists per annum. The Mauritius Tourism Promotion Authority is pursuing a more aggressive marketing campaign in order to project this industry on a higher growth path. Airline access is being liberalized.

**Fiscal and monetary policies**

Fiscal and monetary policies are aimed to facilitate the restructuring of the sugar and textile sectors and, at the same time, to promote the emerging ICT sector. Government is encouraging vertical integration in the textile sector so that firms can fully exploit AGOA. A special package of fiscal incentives has been devised to promote investment in spinning plants. The scheme includes a special tax credit of up to 60 per cent of the equity invested, spread over a maximum period of six years. At the Development Bank of Mauritius, a Textile Modernisation Loan Scheme has been set up.

The emphasis of fiscal policy during this period has also been on further reforms of the external tariffs regime and increased reliance on indirect taxes for government revenue. In June 2000, tariffs have been removed on an additional 1,300 items. On the other hand, the VAT rate has been increased twice – to 10 per cent in July 2001 and then 15 per cent in July 2002. Though there are exemptions for some basic commodities, there are many commodities bought by the poor, which are not VAT exempt. The fiscal policies, in terms of reduction in personal income tax rates, and income tax bands, have benefited mainly the middle- and high-income groups.

In 2002, trade taxes account for only 27 per cent of tax revenue whereas taxes on goods and services account for 45 per cent (see Table 8.4). In July 2001, the corporate tax rate was further reduced from 35 to 25 per cent and the maximum income tax rate has been lowered from 28 to 25 per cent. In addition, there are only two income tax bands. There are also efforts to improve tax collection and reduce fiscal fraud. The Mauritius Revenue Authority was established in 2004 in order to bring all taxes, internal taxes and custom duties, under a single central administration.

The basic thrust of monetary policy in this period continues to be directed towards the achievement of low inflation and a stable exchange rate of the rupee while allowing a greater interplay of market forces in the determination of interest rates and exchange rates. Special lines of credit are being made available to the sugar industry and the EPZ sector in order to assist them in their modernization process.

Legislation will be amended to provide for a more generalized conduct of repurchase operations (repo) among financial institutions. This will enhance the effectiveness of liquidity management and improve the conduct of monetary policy. The legislative and institutional framework for the financial services sector is also being strengthened.

**Debt policy**

With a view to containing the rise in public debt, the government has decided to separate debt management from monetary management. Since August 2003, the
BOM has been auctioning Treasury Bills and other government securities solely for meeting government’s cash flow requirements. For monetary policy purposes, it is issuing Bank of Mauritius Bills. While these measures will contribute to improve debt management, by themselves they will be insufficient. A durable reduction in the budget deficit will be necessary to achieve long-term debt sustainability. The target is to bring the budget deficit down to 3 per cent of GDP by 2005, but it is unlikely that this target will be achieved.

Exchange rate policy
The exchange rate policy continues to reflect the macroeconomic fundamentals of the country. Intervention by the CB in the currency market is limited to smoothing out seasonal and unwarranted short-term fluctuations in the exchange rate of the rupee. The BOM has consistently signalled to the market that long-run competitiveness of our products on international markets depends essentially on productivity gains rather than exchange rate changes. The CB has made it clear that in a more liberalized financial environment, it is imperative for export-oriented sectors to adjust and be more productive so as to operate without the protective net of exchange rate adjustment.

Foreign investment
As emphasized under phase 2, Mauritius was not doing well in terms of attracting FDI and an urgent need to reverse the situation was felt. As a result, the entire system of issuing permits and licences for investment projects have been reviewed. The system was clogged by red tape. The aim is to reduce waiting time, provide for greater predictability, and fast-track procedures. A time frame has been set for the determination of applications. Legislative changes will be introduced to streamline procedures relating to development permits at local government level. A Permits and Licences Committee will be established in each local authority to interact with the Board of Investment. Net FDI flows have resumed a positive and significant trend as from 2002.

Trends in economic and social indicators
From the period 1996/97 to 2001/02, we can see an improvement in the income distribution, despite the fact that most of the macroeconomic indicators were deteriorating, with the exception of the rate of economic growth, which was still reasonable at 5.6 per cent and the inflation rate, which stood at 4.4 per cent in 2001. From HBS 2001/02, we also note that 13.2 per cent of households were earning less than half the median income and around 9.7 per cent less than one-third the mean income. The corresponding figures in 1996/97 were 14.7 and 11 per cent respectively. Moreover, base on the absolute poverty indicator, the percentage of households below the poverty line is around 2.8 per cent.

The major targeted programmes to alleviate poverty mainly through micro-credit and micro-finance also started as from 1995 and with added vigour in 1999. Possibly these programmes could also have contributed for the improvement in the poverty indicators as they are specifically designed for the poor.
Table 8.14  Economic indicators

<table>
<thead>
<tr>
<th>Macroeconomic policy inputs</th>
<th>1999</th>
<th>2001</th>
<th>2003</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal interest rate</td>
<td>10.92</td>
<td>9.78</td>
<td>9.53</td>
<td>6.86</td>
</tr>
<tr>
<td>Real rate</td>
<td>3.02</td>
<td>5.38</td>
<td>4.43</td>
<td>2.96</td>
</tr>
<tr>
<td>Money supply (M2, Rs million)</td>
<td>80,204</td>
<td>97,753</td>
<td>123,405</td>
<td>141,132</td>
</tr>
<tr>
<td>Nominal exchange rate (Rs/$)</td>
<td>25.186</td>
<td>29.129</td>
<td>27.901</td>
<td>28.46</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>107.7</td>
<td>108.5</td>
<td>107.9</td>
<td>n.a</td>
</tr>
<tr>
<td>Budget deficit (% of GDP)</td>
<td>3.6</td>
<td>6.7</td>
<td>6.2</td>
<td>5.6</td>
</tr>
</tbody>
</table>

Macroeconomic Outputs as % of GNP

| Current account balance   | -1.57  | 1.67   | 3.40   | 1.10   |
| Overall BOP balance       | 0.65   | 3.85   | 5.79   | 1.86   |
| FDI                        | 1.01   | -0.63  | 1.20   | n.a    |
| Portfolio flows            | 1.04   | -0.425 | -0.318 | n.a    |
| Tax revenue                | 16.73  | 15.22  | 16.49  | 16.59  |
| Public debt:              |        |        |        |        |
| Domestic                  | 38.35  | 40.26  | 55.07  | 48.94  |
| External                  | 9.39   | 5.41   | 5.78   | 4.85   |
| Inflation (%)             | 7.9    | 4.4    | 5.1    | 3.9    |

Real economy outputs

| GDP Growth rate            | 2.3    | 5.6    | 4.8    | 4.5    |
| Investment rate            | 27.5   | 22.5   | 22.7   | 22.2   |
| Savings rate               | 23.1   | 26.7   | 26.0   | 26.2   |
| Openness                   | 0.896  | 0.765  | 0.762  | 0.715  |
| Unemployment rate          | 7.7    | 9.1    | 10.2   | n.a    |
| GDP per capita US$         | 3,558  | 3,767  | 4,493  | 5,000  |
| Population growth rate (%) | 1.28   | 1.09   | 1.04   | 0.86   |

Note:

1. Estimate.

Source: Bank of Mauritius Annual Report, various issues and author’s computations.

Table 8.15  Movements in social indicators

<table>
<thead>
<tr>
<th>HBS indicators</th>
<th>1996/97</th>
<th>2001/02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average monthly income (Rs)</td>
<td>10,179</td>
<td>14,208</td>
</tr>
<tr>
<td>Median monthly income (Rs)</td>
<td>7,870</td>
<td>11,017</td>
</tr>
<tr>
<td>Gini coefficient</td>
<td>0.387</td>
<td>0.371</td>
</tr>
<tr>
<td>Half-median (Rs)</td>
<td>3,935</td>
<td>5,508</td>
</tr>
<tr>
<td>One-third mean (Rs)</td>
<td>3,393</td>
<td>4,736</td>
</tr>
<tr>
<td>% of total income:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest quintile</td>
<td>5.9</td>
<td>6.6</td>
</tr>
<tr>
<td>Highest quintile</td>
<td>46.2</td>
<td>44.5</td>
</tr>
<tr>
<td>Half-median in constant prices</td>
<td>1,684</td>
<td>1,906</td>
</tr>
</tbody>
</table>

Source: Household Budget Surveys and author’s computations.
Targeted approach to poverty alleviation

Overall, over the period 1990 to 2001, one can argue that there has not been a significant impact on reduction of income inequality in Mauritius, with the Gini coefficient moving from 0.379 to 0.371 and only a modest improvement in the relative poverty indicators. An urgent need was therefore felt for a re-dynamized targeted approach to combat poverty in Mauritius.

In fact, Ravallion (2003) argues that growth is not enough as the impact of growth on poverty is heterogeneous and also growth does not spread well to backward regions, those marginally connected to the modern economy. As a result, a targeted approach is also an important ingredient of a pro-poor growth strategy.

There are some regions in the country where there is a compounded concentration of different forms of vulnerabilities. In 1996, the Central Statistical Office came up with a Relative Development Index in order to better assess the regions in the country, which are lagging behind in terms of economic development. 52 regions were identified (see Household Budget Survey 1996/97). 12 variables are used in the computation of the index.

The areas of intervention are mainly in: the provision of housing units, food, social infrastructure, income-generating activities via micro-finance and micro-credit, and education and vocational training support.

In 1995 a plan (called the Marshall Plan) for the development of deprived regions were set up comprising of 60 projects. In 1995/96 a provision of Rs 500 million was made to the Trust Fund for the Social Integration of Vulnerable Groups (TFSIVG) to fight against exclusion. In the context of the 8th European Development Fund, a unit called ‘A Nou Diboute Ensam’ (ANDE) was set up. The International Fund for Agricultural Diversification (IFAD) is financing rural diversification program to create income-generating activities for the poor particularly in agriculture and fishing.

Overall, these programmes have contributed to poverty alleviation. However, there are doubts whether some of these programmes are reaching the poorest of the poor.

Econometric analysis

In this section we analyze the impact of some important economic variables known to affect income inequality, based on previous research. As mentioned before in the introduction to this chapter, relative poverty is more of an issue in Mauritius than absolute poverty, so our analysis will concentrate on the impact of the reforms on relative inequality. Given that we do not have sufficient observations on half median income, we use the one-third mean income as our measure of relative poverty and as the dependent variable in our regression model. We investigate the impact of the following explanatory variables: the rate of inflation, the rate of unemployment, the budget deficit as a percentage of GDP, a measure of openness, proxied as the sum of exports and imports to GDP and a measure of financial liberalization, proxied as the ratio of M2 to
GDP. The regression model is as follows and all variables are converted in log form:

\[
\text{One-third mean income} = \alpha_0 + \beta_1 \text{ Inflation} + \beta_2 \text{ Unemployment} + \beta_3 \text{ GNP per capita} + \beta_4 \text{ Budget Deficit} + \beta_5 \text{ Openness} + \beta_6 \text{ Financial Liberalization}
\]

We expect high inflation rate, high unemployment rate and high budget deficits to have a negative impact on the one-third mean income and to therefore make the poor worse off. We expect GNP per capita, openness and financial liberalization to have a positive impact on the relative poverty measure.

The results are reported in Table 8.15. The results must be interpreted with caution given the low number of observations, but based on the data set, the reported coefficients are the best estimates of the relationships.

We find that inflation has a negative impact on relative poverty, but is not significant. This could be due to the fact that households in the lowest-income bracket are given full compensation for increases in the cost of living. Unemployment also has a negative impact and is significant at the 5 per cent level. The above result is consistent with Blank and Binder (1986) who concluded that ‘unemployment’, and not ‘inflation’ has the strongest bearing on the welfare of the poor. High budget deficits have a negative impact on income inequality, but statistically insignificant. Increases in GNP per capita, proxy for growth, have a significant impact on reducing relative poverty. Openness has a positive effect but surprisingly is not significant. It could be that the effects are already captured by increases in per capita income. We find that financial liberalization is highly significant but had an adverse effect on low-income earners. This is consistent with the findings of Székely (2003). One would expect that low-income earners are high-risk borrowers and are, as a consequence, crowded out of the formal financial market.

| Table 8.16 | Dependent variable: one-third mean income (relative poverty measure) |
|-------------|------------------|---------|
| **Explanatory variables** | **Coefficient** | **t-statistic** |
| Constant | −75.98 | −4.53* |
| Inflation | −0.11 | −0.248 |
| Unemployment (−2) | −0.96 | −2.20** |
| GDP per capita | 6.93 | 5.00* |
| Budget Deficit | −0.39 | −0.54 |
| Openness | 1.46 | 0.33 |
| Financial liberalization | −22.90 | −5.41* |
| Number of Obs. | 22 | |
| F (6, 15) | 5.80 | |
| Adj. R-Squared | 57.84 | |

*Note: *t-statistic significant at 1% and **at 5% level respectively.
Conclusion

This chapter has analysed the financial, trade and other economic reforms over three time periods in Mauritius and the corresponding impact on poverty and inequality during these same periods. Over the three periods combined, the economic reforms made a significant contribution in fighting absolute poverty and reducing income inequality. Surprisingly, the econometric analysis reveals that the financial reforms made the poor worse off. Moreover, in the mid-1990s, productivity was not keeping pace with the increase in wages in preceding years and there was also a delay in addressing economic restructuring and diversification. Therefore, emphasis is being placed on improving productivity and expanding the economic space. Furthermore, given that the linkage between growth and improvements in the social indicators has become less apparent as from the mid-1990s, in parallel, a more coherent targeted grass-roots approach is being followed to alleviate poverty and reduce social exclusion.

The ingredients of a pro-poor growth strategy would therefore embrace the following:

- sound macroeconomic management
- high levels of political commitment
- political stability
- respect for law and order and functioning institutions to fight corruption
- appropriate policies with respect to health, education, housing and social security
- economic diversification to reduce exposure to external shocks
- a targeted approach

Mauritius is an ethnically diverse society and, as Bleaney and Nishiyama (2004) found in a recent study, that in ethnically diverse countries, wealth is likely to be distributed more equitably in order to maintain political stability. Also where voting behaviour can influence government policy, we usually see a greater commitment to providing social safety nets and reducing inequality. In Mauritius, since the 1980s, every government has been a coalition government, which demonstrates that in order to come to power, votes from all segments of the population must be solicited.

Moreover, the ingredients of a pro-poor growth strategy would be incomplete without taking into account growth rates of the world economy, and the commitments undertaken by developed countries at major international meetings such as in Doha (the Doha Development Agenda) and in Monterrey (the Monterrey Partnership Consensus) to open market access, reduce non-tariff barriers, eliminate subsidies on agriculture, promote technological transfer and increase targeted foreign aid. At the global level, however, ‘le constat’ is that, the impact of pro-poor growth has yet to assert itself. The stark reality as at 2002, some three billion people (around half of the world’s population) live on less than $2 a day and have no access to sanitation; nearly half of these live on less than $1 a day and have no access to clean water; almost two billion people have no access to electricity.
Notes

1 Two devaluations were undertaken, one in October 1979 by 23 per cent and the next one in September 1981 by 16.7 per cent in order to improve the competitiveness of the export sector and to reverse the chronic current account deficit.

2 It must be noted that unfortunately in Mauritius the statistics published on poverty are quite scarce. There is no information available on the headcount ratio, poverty gap, FGT(2), etc.

3 This was given as a political bribe before the general election.

4 In Mauritius, as is common in other developing countries, there was a bias for girls to stay at home when secondary education was fee-paying.

5 For instance, see Janvry and Sadoulet (1999).

6 See Tables 8.9 and 8.13.

7 There was another salary revision award in 2003.

8 For instance, see Haveman and Schwabish (2000).

9 Already renowned international firms engaged in software development, ICT training and call centres are operating in Mauritius.

10 In 1991/92, 14 per cent of households were earning less than half the median income compared to 13.2 per cent in 2001/02. Similarly, 8.5 per cent were earning less than one-third the mean income compared to 9.7 per cent in 2001/02.

11 Among other variables, household physical infrastructure such as electricity, piped water, flush toilet, dwelling with concrete walls, educational attainment such as primary and secondary enrolment ratio, employment rate in the region etc.


14 See Arvin and Barillas (2002).
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Macroeconomic Policy, Growth, Redistribution and Poverty Reduction: the Case of Malaysia

Wee Chong Hui and Jomo K. S.

Malaysia’s management of its economy is often seen as being rather unconventional and inconsistent. Even before the controversial September 1998 imposition of capital controls, Malaysia’s economic management style was described as unorthodox. After the events of May 1969, the government formulated the New Economic Policy (NEP) to ‘eradicate’ (reduce) poverty and to ‘restructure society’ (reduce inter-ethnic economic disparities). Accordingly, the government sector grew with increased expenditure, budgetary deficits and public debt in the 1970s. The government initiated a heavy industrialization drive in the early 1980s, but in the mid-1980s it abruptly opted for a more restrictive fiscal policy and in the mid-1990s it even ran modest budget surpluses. Huge deficits were incurred again after the 1997–98 financial crisis, but these were justified as being pro-recovery, rather than pro-poor (Jomo 2001, 2003).

Although Malaysia has been committed to eliminating poverty since 1970, there is mixed evidence about the efficacy of its poverty eradication programmes. Over the years, NEP expenditure shifted from poverty eradication to ‘restructuring society’. However, there has also been a significant decline in poverty, especially during the 1970s. Macroeconomic policy in Malaysia has historically been seen as subordinate to development policy, but the understanding of what constitutes development has also changed radically, especially under Prime Minister Mahathir Mohamad’s leadership from 1981 to 2003.

During the last three and a half decades, and especially during the 1970s and early 1980s, Malaysia substantially reduced the incidence of poverty – it decreased from 49.3 per cent in 1970 to 20.7 per cent in 1984, 17.1 per cent in 1990 and 5.1 per cent in 2002 (see Table 9.1).

This chapter suggests that poverty in Malaysia has been significantly reduced, mainly due to growth and structural change, particularly during the 1970s. Hence, although there has been reduced emphasis on poverty reduction since the 1970s, episodes of high growth contributed significantly to poverty reduction. Available evidence also suggests that income inequality declined during the 1970s and slightly during the 1980s, but that it has risen slightly since then. There is some evidence that a greater role for the state has been good for reducing inequality, but the relationships are too complex to test conclusively.
Macroeconomic regime

Malaysian macroeconomic policy has been summarized as ‘optimizing growth subject to restraint on prices and the balance of payments’. Investment is critical, not only as a factor input, but also because technological change, skills upgrading and improved coverage of social and physical infrastructure comes with investment. By influencing the rate and allocation of investment, economic policy makers have also hoped to facilitate desired structural changes. Growth was also considered necessary for achieving the socioeconomic objectives of the NEP (1971–90) and its successors, the National Development Policy (1991–2000) and the National Vision Policy (2001–10). Basically, macroeconomic management has focused on sustaining high growth by raising the rates of productive investment.

The price constraint is built into the growth cum investment targets. The investment rate was targeted to be in line with the country’s capacity to ‘absorb’ investment without incurring bottlenecks and price tensions – for example, increasing wage rates. The balance-of-payments constraint is also built into the growth target. Thus, the investment rate is deemed manageable, given the country’s saving rate and expected long-term capital inflows. The savings–investment gap approximated the capital account surplus and, hence, the current account deficit. In this way, the overall balance-of-payments position would be balanced, and the currency reserves and value of the ringgit would remain stable.

External sector

Malaysia has long been an open economy with a relatively liberal trade regime, though it adopted selective protection measures to advance import-substituting industrialization, which have been reduced since the late 1960s since moving to
an export-oriented industrialization strategy. In general, tariff rates have been quite low by international standards.

Malaysia has long been keen on attracting long-term capital inflows, particularly in the form of greenfield foreign direct investment (FDI). To maintain investor confidence, Malaysia maintained relatively liberal foreign exchange controls until September 1998, and both residents and non-residents were allowed to freely remit their own funds abroad. In addition, the government concluded investment guarantee agreements that provide for protection against nationalization and expropriation, compensation in the event of nationalization or expropriation, the unlimited repatriation of profits, capital and other fees and payments as well as the settlement of investment disputes in accordance with the Convention on Settlement of Investment Disputes. It has also granted generous tax holidays, investment tax allowances, reinvestment allowances and export allowances to foreign-owned companies in order to encourage them to establish operations in Malaysia.

Monetary policy

Macroeconomic management in Malaysia has been led by the real side of the economy. Monetary management has thus been mainly facilitative in nature, and laws largely implemented by managing money supply. Money supply growth is anchored to the gross domestic product (GDP) growth target, which allows for increased monetization and some ‘tolerated’ inflation. As monetary variables may be quite volatile, the money supply target is only a rough benchmark, and it is not adhered to rigidly as long as GDP growth, prices, exchange rates and so on remain within acceptable bounds.

The central bank has tried to maintain an interest rate policy consistent with inflation management. It thus raises interest rates when inflation is of concern and lowers them when growth is of concern. Government loans have been used to ‘mop up’ excess liquidity. In contrast, interest rate policy does not play a central role in the control of inflation as other tools are used to manage aggregate demand and prices.

Interest rate policy has also been used to control currency volatility, especially when this is caused by short-term flows into and out of the country. Thus, if there is speculation against the ringgit, causing the currency to weaken against its ‘fundamental value’, the central bank may buy ringgit; or, if foreign exchange reserves are low, it may increase short-term interest rates to attract funds from abroad. Furthermore, the interest rate policy has primacy over other tools in the central bank’s management of foreign reserves.

In contrast, interest rate policy has rarely been used to influence the level of investment, including private investment that has instead been encouraged by tax and other incentives. Not surprisingly, most empirical studies find only a weak relationship between interest rates and investments.

Fiscal policy

Fiscal policy is primarily used to influence the level and direction of public sector investment. Fiscal policy is an integral part of the planning process and the yearly
fiscal budget is the valve through which the state (in particular, public sector development programmes) intervenes. Spending authority is approved by Parliament through the annual budget's supply bills.

**Overall economic management**

The key positive feedback targeted by Malaysian policy makers is between output growth, savings and exports. Output growth in excess of the population growth rate should lead to higher per capita incomes and higher savings. As the rate of growth of consumption is planned to be slower than the rate of output growth, appropriate policies are put in place to encourage savings or restrain consumption. Savings may also be facilitated by enhancing the development of financial markets, for example, by providing a reliable legal and institutional framework, maintaining low rates of inflation or raising the rate of mandatory savings of the Employees’ Provident Fund (see Chapter 5 of this volume). Meanwhile, consumption may be restrained by tightening credit and by administrative measures besides raising interest rates. As long as growth supports savings and vice versa, growth itself will sustain investments and thus further growth. Positive feedback between output growth and exports growth has been ensured by focusing on the tradable sectors of the economy so that output growth leads to either rising export earnings or import substitution. In this way, export performance has been a policy-sensitive variable.

Rapid growth may lead to a rapid rise in imports, which may not be fully matched by exports, resulting in a balance-of-payments deficit. If the deficit persists, the country’s reserves will decline and the value of the currency with it, with potentially serious results. The balance of payments is thus a very binding constraint. The expected rate of growth of imports must therefore be exceeded by – or at least equal – the target export growth rate.

While Malaysian macroeconomic policy makers treat the balance-of-payments constraint as binding, their method of managing such constraint is unconventional. By ensuring that the investment rate is close to the savings rate, planners try to align the growth target with the balance-of-payments constraint. By focusing on growth in the tradable sector, rapid growth can contribute positively to increasing net export earnings. Finally, detailed policies to involve other components of the balance of payments to improve the situation have been undertaken. For example, large net capital inflows have allowed Malaysia to spread adjustment processes over several years.

Though Malaysia's macroeconomic management has been conventional in several respects, many policy criteria, tools and targets have been ‘unconventional’ (Ghazali 1990). Growth is the dominant objective, and it has been only rarely deliberately constrained, simply for fear it may be inflationary. Problems leading to ‘overheating’ were generally treated as being the result of structural reasons requiring long-term solutions and policy makers went to great lengths to sustain growth, even when the economy is ‘overheating’. As inflation is seen as due to aggregate demand exceeding aggregate supply, ‘balancing’ the two sides – by raising aggregate supply, for example, via increased imports, even of labour, rather than
reducing aggregate demand – is seen as the appropriate solution. This may involve increasing access to industrial inputs, physical infrastructure, labour and so on. Malaysia also undertakes price management and administrative measures to prevent prices from rising during temporary shortages and to prevent artificial shortages that could arise if monopolies use their market power at the expense of consumers.

The focus on structural factors reflects the longer time perspective typical of development economics and thus entailed more detailed interventions than conventional macroeconomics that merely focuses on counter-cyclical objectives to be reached by means of the fiscal and monetary policies. Policy making in Malaysia is also concerned with mobilizing resources and facilitating investment, managing structural transformation, defining detailed sectoral policies, pursuing trade policies, undertaking public investment, facilitating and guiding private investment, upgrading social and physical infrastructure and planning human resources.

In Malaysia, such policies were all considered to be part of the ‘macroeconomic framework’. This framework was revised at regular intervals in the form of plan documents, policies and strategies. Neither monetary nor fiscal policy was independent. The central bank often used monetary policy to stabilize prices or to defend the currency. Fiscal and administrative measures were often used to influence private sector consumption and investment behaviour. These policies addressed short-term concerns, but also involved long-term policies.

**Macroeconomic targets**

Per capita income and living standards have been projected to rise for the country to reach developed status. Given expected Malaysian population growth of 2–3 per cent, a growth rate of 7 per cent to 8 per cent was considered desirable for a steady annual increase in per capita income of between 4.5 per cent and 5.5 per cent.

Inflation used to be deemed acceptable as long as it stayed below 5 per cent per annum, with 4–5 per cent targeted for planning purposes. An investment rate of over 30 per cent of GDP was long considered feasible without causing labour, infrastructure and other implementation constraints. Such an investment rate usually translated into growth of between 6 and 8 per cent, which was regarded as sustainable without being inflationary. To avoid ‘balance-of-payments constraints to growth’ over the long term, Malaysian planners usually target a current deficit or surplus of 1–2 per cent of gross national product (GNP).

**Macroeconomic policies and outcomes in the 1970s**

The government adopted a conservative stance in the 1960s, when it focused on low budget deficits. After the racial riots of May 1969, the government formulated the NEP to ‘eradicate poverty irrespective of race’ and to ‘restructure society’ – that is, to reduce inter-ethnic economic disparities, especially between the ethnic Malay majority and the ethnic Chinese. Budget deficits grew accordingly in the 1970s (see Table 9.2).
However, government expenditures on social development never exceeded those on economic projects, defence and security (see Table 9.3). Since the latter two serve the status quo or promote business interests, they are not presumed to be progressive except in terms of employment and demand generation and should be ignored in equity analysis (Meerman 1979).

Despite the rhetorical commitment by politicians to poverty eradication, the 1970s saw growing emphasis on the NEP’s other pronounced objective to ‘restructure
society’ to abolish the identification of ethnicity with economic function, especially to create, expand and consolidate the ethnic Malay capitalist and middle classes. As officially interpreted, ‘restructuring’ is not meant to change socioeconomic relations between classes or economic interest groups, but in practice it mainly seeks to increase Bumiputra (indigenous) capital ownership and employment in the more attractive – mainly professional – occupations.

After the NEP’s inception, the state’s commitment and priorities – as reflected by NEP expenditure allocations – increasingly shifted away from poverty eradication to restructuring (Jomo 1990). More specifically, development allocations for poverty eradication decreased over time (see Table 9.4).

Only a small percentage of Bumiputera benefited significantly from restructuring expenditure and there is considerable evidence that only a fraction of poverty eradication funds actually benefited the poor, considering the huge bureaucracy and other expenses involved and the considerable share of such expenditure received by the non-poor. Since poverty is officially conceived in absolute – rather than relative – terms, if economic growth is sufficiently high, then income inequality can grow even as the poverty rate declines. Therefore, changes in income distribution provide an additional important indication of the welfare implications of economic growth, especially as they affect inter-ethnic, spatial and other aspects of income distribution. However, it should be remembered that under the NEP, there has been no official commitment to reducing overall income inequality, as the emphasis was on reducing economic disparities between ethnic groups, particularly between Bumiputeras and non-Bumiputeras. When inflation reached an exceptionally high 17.4 per cent in 1974, the government increased expenditure to counter the related slowdown in growth (see Table 9.5). Although the rate of increase of expenditure for social services was high, it remained below that of other activities and fluctuated markedly from year to year.

Policy impact and growth performance

In 1968, while the Gini ratio and the Atkinson index for household income distribution after deducting indirect taxes were lower than for the distribution of household income before taxation, the reverse occurred in 1970 and particularly in 1973, suggesting that the incidence of indirect taxes became more regressive between 1968 and 1973 (Ismail 1977).

Following the export boom of 1968–72, the statutory reserve requirement was raised from 3.5 per cent to 5 per cent. Meanwhile, in order to maintain a liberal exchange control regime after the collapse of the Bretton Woods system in 1971, the ringgit was floated in 1973 and regulations on foreign exchange transactions were relaxed. In 1973, the interest rate was increased by 0.2 per cent and long-term loans limited to two years. The minimum liquidity ratio was also increased.

Despite the open economy regime and the oil shock of 1973, Malaysia’s real GDP growth averaged 5.2 per cent per annum for the period 1971–81 (see Table 9.6). Nominal per capita income growth was generally well in excess of the
Table 9.4  Malaysia: development and poverty eradication expenditure, 1971–2005

<table>
<thead>
<tr>
<th>Plan Period</th>
<th>Total (RM million)</th>
<th>Expenditure on poverty eradication (RM million)</th>
<th>% of total expenditure</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd Malaysia Plan 1971–1975</td>
<td>7,415.0</td>
<td>2,350.1</td>
<td>31.7</td>
</tr>
<tr>
<td>3rd Malaysia Plan 1976–1980</td>
<td>21,202.0</td>
<td>6,373.4</td>
<td>30.1</td>
</tr>
<tr>
<td>4th Malaysia Plan 1981–1985</td>
<td>46,329.0</td>
<td>11,238.5</td>
<td>24.3</td>
</tr>
<tr>
<td>5th Malaysia Plan 1986–1990</td>
<td>35,300.0</td>
<td>12,970.7</td>
<td>36.7</td>
</tr>
<tr>
<td>6th Malaysia Plan 1991–1995</td>
<td>54,705.0</td>
<td>13,900.8</td>
<td>25.4</td>
</tr>
<tr>
<td>7th Malaysia Plan 1996–2000</td>
<td>67,500.0</td>
<td>16,084.8</td>
<td>23.8</td>
</tr>
<tr>
<td>8th Malaysia Plan 2001–2005</td>
<td>160,000.0</td>
<td>15,025.8</td>
<td>9.4</td>
</tr>
<tr>
<td>Total (1971–2005)</td>
<td>392,442.0</td>
<td>78,270.0</td>
<td>19.9</td>
</tr>
</tbody>
</table>


Table 9.5  Malaysia: changes in total government expenditure and expenditure on social services, 1973–1989 (percentage of nominal value per annum)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>4.0</td>
<td>3.9</td>
<td>4.1</td>
<td>4.6</td>
<td>4.1</td>
<td>3.7</td>
<td>3.8</td>
<td>4.1</td>
<td>4.6</td>
<td>4.2</td>
<td>4.7</td>
<td>4.5</td>
<td>4.6</td>
<td>4.2</td>
<td>4.7</td>
<td>4.5</td>
<td>4.6</td>
</tr>
<tr>
<td>Social</td>
<td>5.0</td>
<td>4.7</td>
<td>5.1</td>
<td>5.5</td>
<td>4.9</td>
<td>4.5</td>
<td>4.6</td>
<td>5.0</td>
<td>4.7</td>
<td>5.2</td>
<td>4.9</td>
<td>5.1</td>
<td>5.4</td>
<td>5.0</td>
<td>4.8</td>
<td>5.3</td>
<td>5.1</td>
</tr>
<tr>
<td>Education</td>
<td>4.0</td>
<td>3.1</td>
<td>4.1</td>
<td>3.9</td>
<td>4.1</td>
<td>3.7</td>
<td>3.8</td>
<td>4.1</td>
<td>3.9</td>
<td>4.4</td>
<td>4.2</td>
<td>4.3</td>
<td>4.4</td>
<td>4.1</td>
<td>3.9</td>
<td>4.3</td>
<td>4.2</td>
</tr>
<tr>
<td>Health</td>
<td>12.0</td>
<td>12.0</td>
<td>11.7</td>
<td>11.6</td>
<td>11.7</td>
<td>11.3</td>
<td>11.5</td>
<td>11.6</td>
<td>11.6</td>
<td>11.4</td>
<td>11.3</td>
<td>11.4</td>
<td>11.5</td>
<td>11.2</td>
<td>11.4</td>
<td>11.3</td>
<td>11.4</td>
</tr>
<tr>
<td>Housing</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Note:
NA = not available.
Source: Ministry of Finance (various issues).

Table 9.6  Malaysia: long-term economic track record, 1971–2003

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP growth</td>
<td>5.2</td>
<td>3.4</td>
<td>9.5</td>
<td>7.3</td>
<td>-7.4</td>
<td>6.1</td>
<td>3.2</td>
</tr>
<tr>
<td>CPI(^a) inflation</td>
<td>6.7</td>
<td>2.2</td>
<td>3.2</td>
<td>2.7</td>
<td>5.3</td>
<td>2.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Unemployment</td>
<td>2.4</td>
<td>5.6</td>
<td>6.0</td>
<td>2.8</td>
<td>2.6</td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>Per capita GNP (RM)</td>
<td>1,071</td>
<td>3,734</td>
<td>6,513</td>
<td>10,710</td>
<td>17,027</td>
<td>11,753</td>
<td>12,547</td>
</tr>
<tr>
<td>Per capita GNP (US$)</td>
<td>348</td>
<td>1,715</td>
<td>2,414</td>
<td>4,119</td>
<td>4,377</td>
<td>3,093</td>
<td>3,302</td>
</tr>
<tr>
<td>RM/US$</td>
<td>3.078</td>
<td>2.218</td>
<td>2.698</td>
<td>2.538</td>
<td>3.89</td>
<td>3.80</td>
<td>3.80</td>
</tr>
<tr>
<td>RM/100 yen</td>
<td>0.86</td>
<td>1.09</td>
<td>2.00</td>
<td>2.469</td>
<td>2.992</td>
<td>3.314</td>
<td>3.555</td>
</tr>
</tbody>
</table>

Note:
\(^a\)Consumer Price Index.
Sources: Ministry of Finance (various issues); calculated with data from the Bank Negara Malaysia Monthly Statistical Bulletin (various issues).
inflation rate, resulting in improvements in the standard of living. Meanwhile, employment grew steadily, so that despite a rapidly expanding population and higher labour force participation, the unemployment rate declined.

Actual growth exceeded its target because investment was higher than expected, largely as a result of a higher inflow of FDIs (see Table 9.7) that came to exceed the domestic investments. Thus, the overall balance of payments did not deteriorate and the ringgit remained stable. FDI-financed investments reflected a domestic savings-investment gap.

As noted, employment grew rapidly. In the pre-crisis boom years, Malaysian workers enjoyed an environment of burgeoning employment and rising wages. Manufacturing industries created most employment opportunities, contributing to the decline in the poverty headcount ratio. It catered to rural migrants in search of higher-paid jobs to improve their standard of living. The decline in urban poverty was faster than for rural poverty in spite of the rural poor migrating to urban centres.

Household income trends by ethnicity and location in Malaysia, especially Peninsular Malaysia, suggest that the rising incomes and poverty reduction in the 1970s may have been accompanied by constant or only slowly declining inter-ethnic income disparities, at least until 1976. Countrywide income distribution trends by location suggests that income inequality declined moderately between 1970 and 1979 (see Table 9.8).

### Macroeconomic policies and outcomes in the 1980s

#### Fiscal stance

During the 1980s, the federal government’s overall deficit continued to increase, especially because of the heavy industrialization effort that characterized that period. Even before the recession of the mid-1980s, however, the government embarked on an austerity drive and opted for ‘fiscal prudence’, thereby reducing its deficits. The growing emphasis on the NEP’s other pronounced objective to ‘restructure society’ continued, as did the decrease in allocations for poverty eradication.

---

Table 9.7  Malaysia: savings, investment and FDI, 1970–2003 (percentage of GNP)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Savings</td>
<td>20.5</td>
<td>20.0</td>
<td>27.6</td>
<td>27.2</td>
<td>35.9</td>
<td>36.5</td>
<td>40.1</td>
<td>36.3</td>
</tr>
<tr>
<td>Investment</td>
<td>17.7</td>
<td>25.9</td>
<td>32.3</td>
<td>32.1</td>
<td>33.8</td>
<td>40.1</td>
<td>26.7</td>
<td>28.2</td>
</tr>
<tr>
<td>Savings-investment gap</td>
<td>2.8</td>
<td>-5.9</td>
<td>-4.7</td>
<td>-4.9</td>
<td>2.1</td>
<td>-3.6</td>
<td>13.4</td>
<td>12.1</td>
</tr>
<tr>
<td>FDI</td>
<td>2.4</td>
<td>3.9</td>
<td>4.0</td>
<td>2.4</td>
<td>5.5</td>
<td>4.3</td>
<td>2.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Current account balance</td>
<td>0.2</td>
<td>-4.9</td>
<td>-1.2</td>
<td>-2.1</td>
<td>-2.2</td>
<td>-8.9</td>
<td>10.3</td>
<td>18.7</td>
</tr>
<tr>
<td>Overall balance</td>
<td>0.6</td>
<td>0.8</td>
<td>1.9</td>
<td>4.5</td>
<td>4.7</td>
<td>-1.8</td>
<td>-1.2</td>
<td>14.4</td>
</tr>
</tbody>
</table>

Source: Calculated with data from the Ministry of Finance (various issues).
Government fiscal response to the recession of the 1980s was less counter-cyclical than in the 1970s (see Table 9.5). Following the economic contraction of 1984, public expenditure was cut, with the expenditure on social development being particularly badly affected. Expenditure on social services was given renewed priority in 1986, was reversed in 1987 and picked up again only in 1988, as part of a general increase in public expenditure, with economic recovery and following the political strife of 1987.

Privatization policy

Public policy from the late colonial period – resulting in the emergence, growth and privatization of state-owned enterprises (SOEs) in Malaysia – involved a combination of development and distribution concerns. By the 1970s, there was considerable evidence that many SOEs had been poorly planned, developed and managed, and that poor accountability and ineffective budget constraints and low incentives to improve performance undermined their performance. The government introduced its SOE privatization policy in 1983, ostensibly to reach higher growth, reduce the financial and administrative burden represented by the SOEs, improve efficiency and productivity and reduce the size of the public sector in the economy.

The complex circumstances surrounding the emergence of SOEs (Jomo 1995) suggest that privatization did not address the problems affecting them. In Malaysia, as elsewhere, the transfer of ownership from public to private hands did not

---

**Table 9.8 Malaysia: mean monthly household incomes by ethnic group and stratum, 1970–1999**

<table>
<thead>
<tr>
<th></th>
<th>Peninsular Malaysia</th>
<th>Malaysia</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All</strong></td>
<td>423</td>
<td>502</td>
</tr>
<tr>
<td>Bumiputera (B)</td>
<td>276</td>
<td>335</td>
</tr>
<tr>
<td>Chinese (C)</td>
<td>632</td>
<td>739</td>
</tr>
<tr>
<td>Indian (I)</td>
<td>478</td>
<td>565</td>
</tr>
<tr>
<td>Others</td>
<td>1,304</td>
<td>1,798</td>
</tr>
<tr>
<td>Urban (U)</td>
<td>687</td>
<td>789</td>
</tr>
<tr>
<td>Rural (R)</td>
<td>321</td>
<td>374</td>
</tr>
<tr>
<td>Disparity ratio (C/B)</td>
<td>2.30</td>
<td>2.21</td>
</tr>
<tr>
<td>Disparity ratio (I/B)</td>
<td>1.73</td>
<td>1.69</td>
</tr>
<tr>
<td>Disparity ratio (U/R)</td>
<td>2.14</td>
<td>2.11</td>
</tr>
<tr>
<td>Gini ratio</td>
<td>0.506</td>
<td>NA</td>
</tr>
</tbody>
</table>

NA = not available.


not entail reduced consumer prices or enhanced quality of services. Instead, consumer prices generally rose significantly, resulting in net consumer welfare losses (Goh and Jomo 1995). Hence, efficiency gains were not significant, and were exaggerated by the proponents of privatization in Malaysia. And in so far as they have occurred, they are unlikely to have been the result of privatization per se, but have been mainly due to managerial and organizational reforms that do not rely on privatization.

It was also argued that privatization was an important means to enhance Bumiputera stock ownership, but since the early 1980s there has been little increase in the overall Bumiputera share of corporate wealth. Instead, there is now considerable evidence that privatization was an important means of enhancing the private wealth of the politically influential and well connected, and not just among the Bumiputera elite. There is no evidence that this was either necessary or desirable for improving interethnic relations.

**Taxation**

Guidelines to reduce fiscal deficits or to maintain balanced budgets have meant that planners had to ensure rapid growth and good revenue buoyancy, in addition to controlling the level of public expenditure. Taxation was the main source of government revenue, contributing more than 70 per cent of federal government revenue in the last three decades (see Table 9.9). Major changes in the tax structure were implemented since the mid-1980s, with generally regressive consequences (Asher and Jomo 1987; Wee Chong Hui 2005).

Tax coverage in Malaysia has increased over the years. The number of taxpayers has been growing with rises in income. Indirect taxes on goods and services – such as excise duties as well as taxes on goods and services – have been extended to more items. The coverage of international trade taxes, such as import and export duties, have also been extended, though this was later reduced following Malaysia's entry in the World Trade Organization (WTO).

The statutory rates of direct taxes were reduced, based on the argument that doing so would encourage growth – as low corporate tax rates are supposed to

<table>
<thead>
<tr>
<th>Year</th>
<th>Total (%)</th>
<th>Direct taxes (%)</th>
<th>Indirect taxes</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>1963</td>
<td>79.6</td>
<td>20.9</td>
<td>58.7</td>
<td>20.5</td>
</tr>
<tr>
<td>1970</td>
<td>76.7</td>
<td>28.5</td>
<td>48.1</td>
<td>23.3</td>
</tr>
<tr>
<td>1980</td>
<td>86.6 (26.1)</td>
<td>39.5 (10.3)</td>
<td>47.1 (12.3)</td>
<td>13.4 (3.5)</td>
</tr>
<tr>
<td>1990</td>
<td>72.0 (24.8)</td>
<td>35.2 (8.7)</td>
<td>36.7 (9.1)</td>
<td>28.0 (7.0)</td>
</tr>
<tr>
<td>2004 estimate</td>
<td>72.5 (22.2)</td>
<td>49.0 (10.9)</td>
<td>23.5 (5.2)</td>
<td>27.5 (6.1)</td>
</tr>
</tbody>
</table>

*Note: Figures in brackets indicate % of GDP.*

*Source: Calculated with data from the Ministry of Finance (various issues).*
encourage investments, while lower individual income tax rates are supposed to increase labour supply. Some taxes affecting high-income groups – such as estate duty, development tax and excess profit tax – were reduced or abolished. Except for the gradual reduction or abolition of international trade taxes on numerous items, indirect taxes increasingly affected more consumers (see Chapter 2).

The statutory corporate income tax rate in Malaysia was 40 per cent. However, the effective tax rate was lower in view of liberal investment incentives, including the accelerated depreciation allowances introduced after 1977, the generous depreciation allowances introduced after 1980 and the re-investment allowances introduced in 1988. In 1989, the marginal effective tax rate for equity investments – the difference between pre-tax and post-tax rates of return to investments, that is, the tax due – was lower in Malaysia (32.0 per cent) than in all other Association of South East Asian Nations (ASEAN) countries except Singapore (28.4 per cent) and Thailand (24.9 per cent) (Pellechio and Dunn 1989, cited in Wee 1997).

Liberalization policies

The 1959 Pioneer Investment Ordinance sought to attract import-substituting industrial investments, while the Investment Incentives Act of 1968 sought export-oriented industrial investments. In 1985, a major revision to the 1968 Act liberalized the guidelines on FDI to allow foreigners greater equity participation in companies, increasing with the degree of export orientation, level of technological sophistication, positive spin-off effects, capital outlay and added value.

To lower export costs, exchange controls were further loosened on 1 January 1987 (Ariff et al. 1997). Formalities, which businesses have to comply with when exporting goods, were also simplified. The move also allowed investors greater access to credit facilities, enabling them to expand their domestic productive capacities.

Rising labour costs due to the strengthening of currencies and labour shortages and the 1988 withdrawal of privileges under the Generalised System of Preferences from the first-tier East Asian newly industrialized economies of Hong Kong, the Republic of Korea, Singapore and Taiwan encouraged the relocation abroad of production facilities from these countries, while selective deregulation as well as new incentives made relocation in Southeast Asia as well as China more attractive. Yet Malaysia's natural wealth and comparatively cheap labour sustained the production for export of agricultural, forest, mineral and, more recently, manufactured products.

Much of the wealth generated was secured by the business elite, who in turn contributed to growth by re-investing in the ‘protected’ domestic economy, mainly in import-substituting industries, commerce, services, real estate, privatized utilities and infrastructure. Thus, from the late 1980s, the traditional investment- and export-led growth started to be accompanied by rising domestic consumption, construction and property booms, fuelled by financial interests favouring ‘short-termist’ investments in the non-tradable sector – involving loans with tangible asset collateral.

After the Malaysian banking crisis of the late 1980s, when the share of non-performing loans (NPLs) in the system rose to almost 30 per cent, the authorities significantly strengthened prudential regulation – for example, through the
Banking and Financial Institutions Act of 1989. Although this regulation was subsequently undermined by various liberalization measures, it nevertheless served to protect Malaysia to a greater degree than in the more crisis-hit countries.

While foreign bank borrowings were effectively limited and discouraged by the relatively lower domestic interest rates available in Malaysia, the regulatory authorities did not do much to discourage lending for property and stock market purchases, and such purchases rose rapidly (see Table 9.10). With much more lending for consumption available, the share going to productive investments in manufacturing, agriculture and mining accounted for less than a quarter of total loans.

The current account imbalances that started to emerge during that period were mainly due to the growing proportion of non-tradables (property construction and infrastructure) being produced in Malaysia with imported inputs and equipment. The authorities seemed lulled into a false sense of complacency by their success in ‘sterilizing’ such inflows in order to control money supply and consumer price inflation. However, the high investment rate, with considerable flows into the property and stock markets, instead fuelled asset price inflation, mainly involving real estate and share prices. High levels of FDI and foreign debt (see Table 9.11) also caused growing investment income outflows (see Table 9.12).

Table 9.10  Malaysia: distribution of bank credit for select purposes, 1970–2004 (percentages share)

<table>
<thead>
<tr>
<th>Year</th>
<th>Manufacturing</th>
<th>Agriculture</th>
<th>General commerce</th>
<th>Broad property</th>
<th>Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>15.5</td>
<td>23.0</td>
<td>3.7</td>
<td>13.1</td>
<td>NA</td>
</tr>
<tr>
<td>1980</td>
<td>19.9</td>
<td>8.4</td>
<td>18.0</td>
<td>27.6</td>
<td>1.0</td>
</tr>
<tr>
<td>1985</td>
<td>6.0</td>
<td>17.5</td>
<td>17.9</td>
<td>34.7</td>
<td>2.2</td>
</tr>
<tr>
<td>1990</td>
<td>19.0</td>
<td>4.9</td>
<td>10.1</td>
<td>27.9</td>
<td>2.8</td>
</tr>
<tr>
<td>1995</td>
<td>18.8</td>
<td>2.0</td>
<td>8.3</td>
<td>28.4</td>
<td>3.7</td>
</tr>
<tr>
<td>2000</td>
<td>15.1</td>
<td>2.6</td>
<td>8.4</td>
<td>28.4</td>
<td>6.7</td>
</tr>
<tr>
<td>2004a</td>
<td>15.8</td>
<td>2.7</td>
<td>46.2</td>
<td>10.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Notes:

* end of July.

NA = not available.


Table 9.11  Malaysia: external debt service ratio, 1970–2003 (percentage)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal</td>
<td>2.6</td>
<td>3.4</td>
<td>1.9</td>
<td>6.7</td>
<td>3.6</td>
<td>1.4</td>
<td>1.2</td>
<td>6.6</td>
</tr>
<tr>
<td>Government</td>
<td>(1.2)</td>
<td>(1.6)</td>
<td>(1.1)</td>
<td>(4.0)</td>
<td>(2.8)</td>
<td>(2.3)</td>
<td>(1.4)</td>
<td>(6.5)</td>
</tr>
<tr>
<td>National</td>
<td>NA</td>
<td>3.4</td>
<td>4.3</td>
<td>13.6</td>
<td>8.3</td>
<td>6.6</td>
<td>5.8</td>
<td>6.2</td>
</tr>
</tbody>
</table>

NA = not available.

Note: Figures in brackets indicate % of GNP.

Source: Ministry of Finance (various issues).
The recession of the 1980s reversed the decade-long decline in the unemployment rate, which reached a peak of 8.3 per cent in 1986, after the government initiated an austerity drive. The decline in urban poverty was slowed by the recession of the mid-1980s. Nonetheless, there is evidence to suggest that inter-ethnic disparities declined (see Table 9.8).

The early and mid-1990s

Guidelines set during the Second Outline Perspective Plan period (1991–2000) included reductions in fiscal deficits to below 3 per cent of GNP, reduction of the debt service ratio to below 7 per cent of exports and reduction of the debt service payments to below 20 per cent of operating expenditure. After the early 1990s, new guidelines called for the achievement of balanced budgets.

Malaysia’s trade liberalization has kept pace with trends led by the General Agreement on Tariffs and Trade (GATT) Uruguay Round and its successor, the WTO. Also, the advent of the ASEAN Free Trade Area (AFTA) in 1992 and the Asia Pacific Economic Cooperation (APEC) forum have lowered some import barriers. Trade liberalization has led to an increased propensity to import, though this has been mainly due to greater imports of intermediate and capital goods. Malaysia’s trade to GNP ratios (see Table 9.13) have been exaggerated by the high import content of Malaysia’s principal manufactured exports in the electric and electronic sector.

Malaysia’s central bank had long claimed that the ringgit was pegged to a basket of currencies of its major trading partners. However, for all intents and purposes, it had been virtually pegged to the US dollar for many years. The currency had long been held within a limited band against the greenback – not unlike the other currencies in the region. Malaysia’s economic boom since the late 1980s had been helped by the significant depreciation of the ringgit against the yen and the US dollar since late 1985 (see Table 9.6).

As the Malaysian economy continued to grow rapidly, an even more liberal regime emerged to further ease foreign exchange transactions by residents.

---

**Table 9.12  Malaysia: net services balance, 1965–1999 (RM million)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Freight &amp; insurance</td>
<td>-162</td>
<td>-304</td>
<td>-621</td>
<td>-1,934</td>
<td>-1,852</td>
<td>-3,837</td>
<td>-9,028</td>
<td>-8,435</td>
<td>-9,731</td>
</tr>
<tr>
<td>Other transportation</td>
<td>-16</td>
<td>-21</td>
<td>98</td>
<td>-11</td>
<td>64</td>
<td>-25</td>
<td>737</td>
<td>2,268</td>
<td>2,479</td>
</tr>
<tr>
<td>Travel</td>
<td>-80</td>
<td>-105</td>
<td>-105</td>
<td>-521</td>
<td>-1,332</td>
<td>632</td>
<td>4143</td>
<td>3,070</td>
<td>5,568</td>
</tr>
<tr>
<td>Investment income</td>
<td>-255</td>
<td>-355</td>
<td>-727</td>
<td>-1,954</td>
<td>-5,434</td>
<td>-5,072</td>
<td>-10,338</td>
<td>-14,817</td>
<td>-18,790</td>
</tr>
<tr>
<td>Government transactions</td>
<td>225</td>
<td>68</td>
<td>47</td>
<td>36</td>
<td>-31</td>
<td>-3</td>
<td>-23</td>
<td>-215</td>
<td>46</td>
</tr>
<tr>
<td>Other services</td>
<td>-53</td>
<td>-145</td>
<td>-402</td>
<td>-792</td>
<td>-1,806</td>
<td>-1,418</td>
<td>-4,720</td>
<td>-4,209</td>
<td>-8,422</td>
</tr>
<tr>
<td>Services balance</td>
<td>-341</td>
<td>-862</td>
<td>-1,710</td>
<td>-5,176</td>
<td>-10,391</td>
<td>-9,723</td>
<td>-19,227</td>
<td>-22,338</td>
<td>-28,946</td>
</tr>
<tr>
<td>% of GNP</td>
<td>NA</td>
<td>-7.1</td>
<td>-7.9</td>
<td>-10.1</td>
<td>-14.4</td>
<td>-8.5</td>
<td>-7.9</td>
<td>-8.3</td>
<td>-10.4</td>
</tr>
</tbody>
</table>

aestimate.  
NA = not available.  
Source: Bank Negara Malaysia Quarterly Economic Bulletin (various issues).
Accordingly, exchange controls were further relaxed after December 1994 to reduce costs of compliance, allow greater access to foreign credit facilities for small- and medium-scale industries, enhance efficiency in cross-border transactions by residents and encourage multinational corporations to relocate their operational headquarters in Malaysia (Ariff et al. 1997).

Against this trend towards greater liberalization, exchange controls were temporarily tightened in early 1994 when the central bank sought to stem the volatile inflows the economy had already experienced in 1992–93 due to the perception that the ringgit was undervalued because of its ‘managed float’ against the US dollar. The central bank did so by subjecting funds deposited with banking institutions to statutory reserve and liquidity requirements, imposing limits on net outstanding non-trade-related external liabilities of banking institutions, restricting sales of short-term monetary instruments to non-residents, compelling commercial banks to place the ringgit funds of foreign banking institutions in non-interest-bearing vostro accounts with the central bank and forbidding commercial banks from undertaking non-trade-related swaps and outright forward transactions on the bid side with foreign clients.

These measures were subsequently repealed around August 1994. One explanation is that the pressure from short-term capital inflows had eased by then. Another view is that the controls had so effectively discouraged speculative portfolio inflows that Malaysia was no longer attractive to foreign portfolio investors, unlike the heady days of 1992–93. The controls were probably lifted to encourage foreign investments in the stock market, which had been languishing after the imposition of controls.

The decade-long decline of the US dollar against the yen was reversed after the greenback fell to 79 yen in June 1995. This problem was exacerbated by the failure to ‘progress’ rapidly towards higher value-added production, mainly due to inadequate or misallocated public investments, and poor incentives for education and training as well as limited internationally competitive indigenous industrial capabilities. The appreciation of the Southeast Asian region’s currencies – coupled with

### Table 9.13  Malaysia: merchandise account, 1970–2003 (percentage of GNP)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exports</td>
<td>41.3</td>
<td>41.9</td>
<td>54.5</td>
<td>52.2</td>
<td>67.9</td>
<td>74.2</td>
<td>119.6</td>
<td>146.8</td>
</tr>
<tr>
<td>Export growth(%)</td>
<td>−0.6</td>
<td>−9.6</td>
<td>16.4</td>
<td>−2.3</td>
<td>16.1</td>
<td>20.9</td>
<td>16.1</td>
<td>11.3</td>
</tr>
<tr>
<td>Of: manufactured goods</td>
<td>11.9</td>
<td>21.9</td>
<td>22.4</td>
<td>32.8</td>
<td>58.8</td>
<td>79.6</td>
<td>85.2</td>
<td>79.5</td>
</tr>
<tr>
<td>Imports</td>
<td>32.5</td>
<td>38.6</td>
<td>44.3</td>
<td>39.9</td>
<td>61.7</td>
<td>74.1</td>
<td>99.8</td>
<td>117.0</td>
</tr>
<tr>
<td>Import growth(%)</td>
<td>13.5</td>
<td>−10.9</td>
<td>32.8</td>
<td>−8.8</td>
<td>19.6</td>
<td>24.5</td>
<td>25.3</td>
<td>−22.0</td>
</tr>
<tr>
<td>Of: intermediate goods</td>
<td>38.3</td>
<td>42.3</td>
<td>51.6</td>
<td>50.6</td>
<td>51</td>
<td>48.5</td>
<td>47.5</td>
<td>29.9</td>
</tr>
<tr>
<td>merchandise balance</td>
<td>8.8</td>
<td>3.4</td>
<td>10.2</td>
<td>12.3</td>
<td>6.2</td>
<td>0.1</td>
<td>19.8</td>
<td>19.8</td>
</tr>
</tbody>
</table>

**Source:** Ministry of Finance (various issues).
labour shortages in Malaysia and Thailand – rendered them even less competitive, adversely affecting exports and growth.

Such managed pegs offered certain advantages, including the semblance of monetary stability so much desired by financial interests. This growing influence of financial sector concerns, often at the expense of the real economy, reflected the political weakness of export manufacturer interests in Malaysia, especially in influencing economic policy making. Most major internationally competitive non-resource based industries are foreign-owned. The 1990 and 1994 devaluations of China’s yuan also put greater pressure on emerging second-generation Southeast Asian newly industrializing countries such as Malaysia.

The late 1990s

Changes in policy stance

In the 1990s, Malaysia had a relatively high tax–GDP ratio (about 20 per cent) compared to other Southeast Asian countries (Asher and Heiji 1999). While the government’s efforts to cut deficits and spending and the privatization of the 1980s had reduced expenditures on social services, the changes in direct taxation have not been pro-poor and the regressiveness of indirect taxation increased. The statutory corporate income tax rate in Malaysia was reduced from 40 per cent to 35 per cent in 1994, 30 per cent in 1995 and 28 per cent in 1998 – that is, a level lower than in most ASEAN countries. There is also evidence that the distribution of household income after deducting indirect taxes worsened from 1995 to 1999. This change was induced by the reduction in international trade taxes and taxes on domestic goods under the GATT Uruguay Round and its successor, the WTO, as well as other regional agreements such as AFTA.

Though foreign bank borrowings rose rapidly during 1996 and the first half of 1997, exposure to foreign loans was still relatively lower in Malaysia than in the other crisis-affected economies. In fact, foreign borrowings as a proportion of the funds raised by the private sector decreased from 23 per cent for the period 1980–85 to 16 per cent for 1990–97 and 11 per cent for 1998–2003 (Bank Negara Malaysia Annual Report various issues). Not only were foreign borrowings restricted in Malaysia, but a higher proportion of them were not short-term in nature despite Malaysia’s relatively more open economy and correspondingly greater need for (usually short-term) trade credit.

Meanwhile, equity or portfolio flows became more significant in the early and mid-1990s (see Table 9.14). After speculative attacks on the baht and its subsequent float after 2 July 1997, currency speculators turned their sights on the other economies in the region perceived to have maintained similarly unsustainable US dollar pegs for their currencies. The Malaysian central bank put up a spirited – and expensive (believed to have cost more than 9 billion ringgit, then worth almost $4 billion) – defence of its currency until mid-July.

With the preceding financial liberalization, fund managers had an increasing number of investment options to choose from, and could move their funds much more easily than ever before. The flight of foreign funds could not be easily
Table 9.14  Malaysia: annual capital inflows by major category, 1989–2002 (percentage of GDP)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Net capital inflows</td>
<td>3.5</td>
<td>4.2</td>
<td>11.9</td>
<td>15.2</td>
<td>16.8</td>
<td>1.6</td>
<td>8.5</td>
<td>−7.0</td>
<td>−3.3</td>
</tr>
<tr>
<td>Official development finance</td>
<td>−2.4</td>
<td>−2.4</td>
<td>−0.5</td>
<td>−1.4</td>
<td>0.6</td>
<td>0.3</td>
<td>2.7</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>FDI</td>
<td>4.4</td>
<td>5.4</td>
<td>8.5</td>
<td>9.0</td>
<td>7.8</td>
<td>6.0</td>
<td>4.7</td>
<td>4.2</td>
<td>2.0</td>
</tr>
<tr>
<td>Commercial bank funds</td>
<td>1.1</td>
<td>2.0</td>
<td>2.8</td>
<td>6.3</td>
<td>6.6</td>
<td>−7.0</td>
<td>0.1</td>
<td>−7.3</td>
<td>4.0</td>
</tr>
<tr>
<td>Portfolio equity</td>
<td>NA</td>
<td>NA</td>
<td>−1.5</td>
<td>5.6</td>
<td>14.5</td>
<td>5.7</td>
<td>1.2</td>
<td>2.7</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Note:  
a estimate.  
NA = not available.  
Sources: Ong (1998); Bank Negara Malaysia, Annual Report (various issues).

replaced by domestic funds. Difficulties in recovering loans reduced liquidity, constrained the financial system and, eventually, economic activity. Thus, the currency and financial crises, triggered by the collapse of the baht in July 1997, led Malaysia and its Southeast Asian neighbours to economic recession.

The crisis

In late August 1997, the authorities designated the top one hundred indexed Kuala Lumpur Composite Index (KLCI) share counters, that is, requiring actual presentation of script at the moment of transaction – rather than later, as has been the practice – ostensibly to check ‘short-selling’, which was exacerbating the stock market collapse. After reaching a peak of around 1,300 in February 1997, the decline of the Malaysian stock market index was greatly exacerbated by the currency crisis as well as its repercussions on the banking system. It had fallen by about 80 per cent from its peak in the first quarter of 1997, to reach its nadir of 262 on 2 September 1998. The rapid exit of high-stake foreign portfolio investors from the Malaysian capital market contributed to its collapse. The proportionately very high capitalization of Malaysia’s stock market meant that the adverse wealth effect of this collapse was probably greater than experienced elsewhere in the region.

On 3 September 1997, the government announced a special RM60 billion fund for selected Malaysian firms, though the fund was never properly institutionalized. Nevertheless, government-controlled public funds – mainly from the Employees’ Provident Fund, Petronas and Khazanah – were used to bail out some of the most politically well-connected and influential corporate interests, popularly referred to as ‘cronies’. Many of those who had previously advocated and benefited from privatization urged the government to nationalize their debt and liabilities.

After December 1997, Bank Negara gradually raised its three-month intervention rate from 8.7 per cent in early December 1997 to 11.0 per cent in early February 1998, and redefined the NPLs as loans in arrears for three months, compared to the previous six months (Malaysia 1999b). Banks were also obliged to meet higher statutory requirements. Such pro-cyclical, contractionary measures helped transform
the currency crisis into a more general economic crisis. In the wake of the currency crisis, interest rates rose, reflecting tighter liquidity as money supply contracted further due to capital flight in response to the currency devaluation, the reversal of capital inflows – portfolio investments as well as expiring foreign bank lending and tighter central bank monetary policy, as demanded by financial markets and the IMF. Credit growth slowed down and barely rose after September 1998 despite central bank directives to increase it to 8 per cent in both 1998 and 1999. Loan defaults and foreclosures increased, gathering momentum through 1998 until the radical change in monetary policy of September (Malaysia 1999b).

The depreciated ringgit increased the relative magnitude – in Malaysian currency – of the mainly privately held foreign debt as well as the external debt-servicing burden, both of which were typically denominated in US dollars. With a massive devaluation of the ringgit, imported inflation was inevitable, especially in Malaysia's very open economy, where gross exports were equivalent to annual GDP. Over-zealous efforts to check inflation under these circumstances exacerbated deflationary tendencies, as did business failures, growing unemployment and reduced incomes.

Major events – for example, the 1998 Commonwealth Games and the APEC summit in Kuala Lumpur – and other government efforts to prop up the real estate market, especially its residential component, served to delay the inevitable collapse of this asset price bubble. The completion of more construction projects and the new Putrajaya administrative capital exacerbated the glut in the high-class residential, office and commercial segments of the property market. Given the heavy exposure of so many companies, especially among the KLCI's top one hundred counters, to the property sector, such efforts may well have averted greater corporate distress.

Danaharta was established in mid-1998 to 'take out' the NPLs from the portfolio of the worst affected banks and financial institutions. This – together with recapitalization of de-capitalized banks by a companion agency, Danamodal – served to restore liquidity to the banking system. By early 2000, Danaharta had expended RM45 billion to take over the NPLs from financial institutions at a (substantial) discount, thus enabling them to restore badly needed liquidity to the system.

Although banks became more careful about lending for property purchases, raised quotas for lending for share purchases helped boost the stock market, with positive wealth effects contributing to renewed domestic demand, helped by expansionary fiscal policies. Similarly, consumer credit was officially encouraged, particularly for vehicle purchases and residential property purchases.

Restrictive measures on outflows were introduced again in September 1998 following the massive exodus of funds from the country during the East Asian financial turmoil (see Chapters 4 and 5). These measures did not apply to current account and long-term capital flows. Apart from pegging the ringgit to the US dollar at RM3.80 on 2 September 1998, other measures undertaken included banning offshore ringgit trading, restricting ringgit exports and imports, limiting ringgit loans to non-residents and compelling non-residents to retain their portfolio investments in Malaysia for at least 12 months.
As regional financial markets stabilized and the likelihood of massive capital flight receded, the rules on portfolio investments were amended on 15 February 1999, with the introduction of an exit levy option. Under the new system, foreign portfolio investors were permitted to repatriate the principal sum of their portfolio funds subject to an exit levy that declined over time, that is, the longer the wait, the lower the levy, declining to zero in September 1999. This system was subsequently modified on 21 September 1999, when a flat 10 per cent exit levy was imposed on repatriated profits from portfolio investments. With the 2001 budget, only profits from investments of less than a year would be subject to the levy. The levy was later abolished altogether.

**Fiscal response**

The government initially responded to the financial crisis of 1997–98 with procyclical contractionary budgets, before reversing policy and increasing spending. Public expenditure thus picked up following the 1997–98 financial crisis, with social expenditure increasing faster than other expenditure types (see Table 9.15) as the government took anti-cyclical measures, avoiding widespread unemployment, extensive impoverishment and a groundswell of social discontent. Nonetheless, the depth of the 1998 recession caused more households to slip into poverty, although income distribution improved slightly as the incomes of many of the non-poor also fell (see Table 9.8). In fact, the post-crisis policy stance can be characterized as pro-growth rather than pro-poor. For example, there were moves to privatize government health services.

As expected, the impact of the financial crisis on employment was most pronounced in the construction and manufacturing sectors, which depended heavily on imported inputs. However, the economy as a whole did not experience much structural change despite the loss of 255,000 jobs in 1998 – 141,000 in manufacturing and 111,000 in construction. The overall inflation rate did not change significantly from March 1997 to March 1998. Of course, the ringgit devaluation also raised the prices of consumer as well as producer imports, particularly during 1998. Food prices were especially adversely affected, reflecting the high import content in the national food bill.

Table 9.15  Malaysia: changes in total government expenditure and expenditure on social services, 1996–2003 (percentage of nominal value per annum)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total expenditure</td>
<td>17.9</td>
<td>3.3</td>
<td>3.3</td>
<td>6.9</td>
<td>21.9</td>
<td>17.2</td>
<td>5.7</td>
<td>9.5</td>
</tr>
<tr>
<td>Social services:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>13.5</td>
<td>30.7</td>
<td>60.4</td>
<td>15.9</td>
<td>4.5</td>
</tr>
<tr>
<td>Health</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>10.3</td>
<td>21.1</td>
<td>15.7</td>
<td>6.5</td>
<td>34.9</td>
</tr>
<tr>
<td>Housing</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>4.5</td>
<td>10.1</td>
<td>29.5</td>
<td>16.7</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Notes:
* estimate.
NA = not available.

Source: Ministry of Finance (various issues).
Summary and recommendations

The Malaysian authorities have long been intent on promoting growth, with subsidiary concerns for price stability and a sound balance of payments. With conventional macroeconomic understanding of savings, investments and credit to stimulate growth, they sought to direct investments to desired sectors through incentives and requirements. They have also undertaken administrative measures to control prices, stem capital outflows when deemed necessary and sought to preempt sociopolitical discontent, due to adverse economic conditions and shocks.

Malaysia has generally maintained a relatively open economy with a relatively free trade regime, but has also used protection to promote new economic activities – for example, import-substituting industrialization – and for food security reasons. It has also long encouraged FDI, initially to secure political independence, but also to check the influence of ethnic Chinese business interests and secure access to foreign technology and markets, rather than for attracting capital per se. While long emphasizing its commitment to open and laissez-faire economic policies, it has generally been pragmatic in its approach to economic development and macroeconomic policies. Hence, in 1974–75, 1986 and 1998, it intervened counter-cyclically in response to external shocks. Malaysia was almost alone in adopting counter-cyclical monetary policies from September 1998 when it ended ringgit convertibility, temporarily stopped capital outflows and pegged its currency to the US dollar. It has been suggested that the fixed exchange rate and lower interest rates associated with the introduction of capital controls after September 1998 helped Malaysia rebound from the crisis. However, this is difficult to confirm as exchange rates became more stable and interest rates declined throughout the region in East Asia from around the same time after the US Federal Reserve lowered interest rates in response to the Russian crisis and its aftermath on Wall Street in August 1998. All crisis-hit economies in the region recovered after the last quarter of 1998, whereas Malaysian recovery started in the second quarter. And although the Malaysian recovery in 1999–2000 was stronger than in Indonesia and Thailand, the Republic of Korea performed more impressively than Malaysia. And even if Malaysia had performed better than the Republic of Korea, it still has to be demonstrated that this was due to capital controls, which have largely been amended and dropped – except for the dollar peg and related currency controls – since September 1999. Since Malaysia was not affected as badly by the crisis in the first place, compared to the three other economies, meaningful comparisons remain problematic.

Kaplan and Rodrik (2001) suggest that the controls may have averted another crisis ‘yet to come’, which was developing in mid-1998 as overnight ringgit interest rates in Singapore rose to 40 per cent. Some have challenged this, claiming that this speculative market was too ‘thin’ to have made much difference, though others dispute this empirical assertion. Currency controls undoubtedly succeeded in killing the offshore ringgit market, thus enabling the authorities to gain greater control over monetary policy. The hard dollar peg introduced in September 1998 helped many enterprises with international exposure to plan better after more than a year of monetary turbulence from July 1997.
State intervention for developmental or industrial policy purposes in Malaysia has been of much poorer quality and less effective than in the Republic of Korea, Singapore and Taiwan. Instead, state intervention has often been motivated by other (non-developmental) considerations (Jomo et al. 1997; Jomo 2003, forthcoming). Such interventions – often cited as evidence of ‘crony capitalism’ – bear some responsibility for the vulnerability of the second-tier Southeast Asian newly industrialized countries to the factors that precipitated the mid-1997 financial crisis. Even more importantly, such interests influenced policy responses in ways that exacerbated the crisis. In other words, while ‘crony capitalism’ does not explain the origins of the crisis, it certainly exacerbated it in Malaysia. Indeed, government efforts to bail out influential business interests and otherwise protect or even advance such interests – at the expense of the public purse, workers’ forced savings, taxpayers and minority shareholders – exacerbated the crisis by undermining public and foreign confidence.

There has since been considerable doubt as to whether the Malaysian economy will be able to resume its pre-crisis growth trajectory. There has been less FDI as well as domestic private investment despite the subsequent reversals of the temporary policies introduced in 1998. There is also growing regional concern about de-industrialization and jobless growth.

Recent trends suggest that generic manufactured goods not enjoying strong intellectual rights – and the associated protection of monopoly rents – are vulnerable to downward price pressures and that productivity gains have not been translated into commensurate wage gains for workers. The advent of China, India and other lower-cost producers in similar production niches in global commodity chains threatens an intensification of competition among low-cost producers. Much will therefore depend on whether Malaysia will be able to reposition itself to stay ahead of such competition. It is unclear how sustainable short-term successes in particular niches will be in the medium and long term. Growth has become heavily reliant on foreign resources, both capital and labour, while the domestic engines of growth seem unsustainable. Clearly, Malaysia’s future economic progress cannot be secured by continued reliance on its earlier economic strategy emphasizing cheap labour and low production costs.

While export-led growth has long been important for the Malaysian economy, trade dependency has rendered it more susceptible to changes in world economic conditions. Declining commodity prices, discrimination and protectionism against Malaysian products, competition from other producing countries and slow global demand growth have adversely affected the Malaysian economy. Endogenous growth, led by domestic demand, can ensure greater resilience, but this cannot be generated overnight in Malaysia’s long open economy. Given the inverse relationship between the marginal propensity to consume and income per capita, generating domestic demand from mass consumption is only feasible with an improving distribution of income.

In this regard it is proposed that the government’s capacity to intervene countercyclically be strengthened and adapted to the new national and international circumstances, and that the government lead the development process to sustain high growth to ensure full employment and decent work. Better capital account
management should also be developed to reduce the economy’s vulnerability to fickle capital flows. There is also a need for improved efficiency and governance in public sector management to reduce costs, thereby increasing public and foreign confidence. Taxation will be more acceptable if the state can efficiently provide infrastructure and services. This can stem and reverse the declining progressiveness of direct taxation and the rising regressiveness of indirect taxes, as well as the loss of revenue due to the provision of investment incentives.

The government should prioritize economic equity as in the 1970s. Increasing the incomes of low-income earners will increase their purchasing power and the significance of domestic demand, reducing the historical overdependence on export-led growth, while social protection should be provided on a universal, rather than on a targeted basis, to minimize inter-ethnic and other suspicions and to ensure broad and sustained political support.

Notes

1 One of the first steps taken to attract FDI in export-oriented industries was the creation of free trade zones for factories to manufacture products for export. To date, there are 12 such zones throughout the country. Companies located in the zones are subjected to minimal customs control formalities for the imports of raw materials, parts, machinery and equipment as well as for exports of their finished products. Licensed Manufacturing Warehouses were also established where it is neither practical nor desirable to establish a free trade zone. This facility was first introduced in 1975 and is offered to companies that export at least 80 per cent of their products and import almost all of their raw materials. Other export incentives appeal to both foreign and domestic investors. They include export credit refinancing, double tax deduction for expenses incurred for export promotion and export credit insurance, industrial building allowance for warehousing exports, import duty exemption and drawback of excise and sales taxes paid for imported intermediate goods, sales tax exemption for imports of machinery and equipment and other tax incentives for research and development, training and industrial upgrading to promote efficiency.

2 Bank Negara Malaysia announced that the ringgit was being floated again on the eve of 22 July 2005, thus the peg introduced on 2 September 1998 came to an end after almost seven years.
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Introduction

The Chilean economy is praised in international financial circles for combining an open, market-oriented economy with prudent macroeconomic management. Most of the policies of external opening, liberalization and privatization were undertaken under military rule in the mid-1970s and 1980s. The return to democracy in the early 1990s consolidated the prevailing economic model and placed more emphasis on poverty reduction and social protection. However, the persistence of inequality of income and wealth distribution has remained a stubborn feature of the Chilean model. As Chile faced a presidential and parliamentary election by the end of 2005, the inequalities of income, wealth and opportunities became the centrepiece of national debates on the future of the Chilean economy and society.

This chapter examines the main features of the macroeconomic and social policies and their outcomes in 1990–2004, the period of restoration of democracy in Chile after 17 years of military rule. Economic policies during this period have been dominated by an overriding concern to maintain macro and financial stability: low inflation, fiscal solvency and a lower reliance in external savings. Fiscal policy has been oriented to achieve fiscal surpluses, sending a strong signal to the international financial community and the internal private sector that a centre-left coalition comprising the centre and the traditional left parties – without the communists – was also able to run sound macro-financial policies. In 2000, the administration of President Ricardo Lagos put in place a fiscal rule of a ‘structural’ fiscal surplus of one per cent of gross domestic product (GDP), which is an institutional innovation in fiscal policy. At the same time, the extent to which fiscal policy helped to shorten, or maintain, the long cycle of sluggish growth in 1998–2003 is a matter of controversy. Another point of debate is the investment of fiscal surpluses in certain assets, such as retiring public external debt, in a country with persistent social needs and potential projects with high social rates of return. Fiscal austerity has been combined with an active concern for achieving low inflation
supported by an independent central bank whose main purpose is to maintain low
and stable inflation, along with normal internal and external payments (it has no
full employment objectives).

Albeit sharing general, common objectives, the macro policy regimes adopted
by the Aylwin, Frei and Lagos governments differed considerably. The Aylwin and
Frei administrations did not have an explicit fiscal rule: there was an exchange rate
system of exchange bands (until mid-1999) and a tax on short-term capital
inflows. In contrast, the Lagos administration used the fiscal policy rule of struc-
tural surpluses, eliminated the tax on short capital flows and operated a flexible
exchange rate regime with minimal intervention by the central bank.

These policies led to declining inflation, approaching the levels of developed
countries. Economic growth was significant but with cycles – a rapid boom in
1990–1997 followed by a protracted period of sluggish growth between 1998 and
2003 and a new acceleration of growth in 2004–2005 helped by favourable copper
prices. In spite of almost three decades of reform, growth in Chile continues to be
closely linked to the cycles of the global economy.

Weak points have been the persistence of unemployment – near 10 per cent for
more than half a decade since 1998 – and nominal and real exchange rates that
have exhibited large fluctuations.

In the social area, the priorities of the Concertación governments, in power since
1990, have been poverty reduction and social protection of low-income groups.
The objective of redistribution of income and wealth, apparently, was not an
explicit policy goal in 1990–2004. Although new theories of economic growth
view inequality as having a dominant negative effect on efficiency and growth,
Chilean policies did not aim at a strategy leading to lower inequality that would
have supported rapid growth and more effective poverty reduction. The core of
social policies post-1990 was a reliance on transfers to the poor in addition to
sustained increases in public spending in education and health. Other dimen-
sions, such as explicit attention to the middle class and empowerment of workers,
consumers and excluded groups, have not been an explicit goal of the policy
agenda post-1990.

There are two reasons why income distribution was left off the policy agenda in
1990–2004. First, the transition to democracy started from a delicate political
economy balance between the forces of the old military regime and the new
emerging democratic forces that relegated potentially controversial issues, such as
income distribution, to a lesser policy priority. Second, the collective memory of
experiments in the late 1960s and early 1970s, when redistributive policies were
accompanied by social conflict, economic crisis and, ultimately, the collapse of
democracy, contributed to separating both income and wealth distribution issues
from policy discussions. This chapter is organized in two parts. The first part analy-
ses the macro and growth policies followed since 1990 and the second part dis-
cusses related poverty, inequality and social policies. It concludes with an
interpretation of policies and outcomes in 1990–2004 and the persistence of
inequality in Chile.
The Chilean economy in the last 40 years: a brief overview

The last 40 years in Chile have been a scenario of various experiments trying to transform its economy and society. In the 1960s, there were strong pressures to reform the economy and to move to a more participative democracy. The prevailing economic model of import substitution, dating from the 1930s, although achieving a degree of economic and social modernization, was showing signs of exhaustion. The symptoms were moderate growth (see Figure 10.1), recurrent fiscal and external imbalances, chronic inflation and persistent inequality. The conservative Alessandri administration (1958–1964) largely focused on managing several macroeconomic crises of varying intensity, but without articulating a clear agenda of structural change of the prevailing development model. The Christian Democratic administration of President Frei Montalva (1964–1970) started a programme of reforms of the economy along with a more progressive social agenda. The trade regime was partially reformed to make it more export oriented, a vast educational reform was launched, housing construction was expanded and the modernization of the agricultural sector was sought through a combination of more inclusive credit policies and agrarian reform. This was also a period of growing social organization of urban dwellers and peasants. The average rate of economic growth in the period 1960–1969 was 4.4 per cent per year (2 per cent in per capita terms).

Inflation remained stubborn at around 26 per cent per year and the country lived with chronic external and fiscal imbalances. In 1970, the left-wing coalition of President Salvador Allende and Unidad Popular (Popular Unity) won the national elections on an economic and social programme of transition to socialism with a strong redistributive component. On the structural front, copper mines under foreign ownership were nationalized and a sector of state-owned enterprises (el area social) was created through the expropriation of large industrial firms, banks and other financial institutions. Moreover, the agrarian reforms started by Alessandri and Frei were deepened and accelerated with the aim of eliminating the Latifundio system (large and generally unproductive states) to change proprietary relationships in the countryside. Politically, the agrarian reform was expected to align peasants (and small landowners) on the side of the government programme. The ‘Chilean way to socialism’ attempted to combine economic and political transformations in a socialist direction, but they were conducted under the institutional framework of Chilean democracy.

On the economic front, the Allende government undertook expansionary fiscal and wage policies coupled with price controls. The growing fiscal deficit was financed by money creation and, in 1972, repressed inflation and shortages became pervasive, starting to alienate the middle class against the government. Inflation became very high and apparent in 1973. Acute internal political conflict, (covert) external intervention by the United States and a severe internal economic crisis led to a military coup in September 1973 that ousted the Allende government and inaugurated 17 years of military rule under General Augusto Pinochet. In the economic area, the first year and a half of the military regime was devoted to
Table 10.1  Chile: selected macroeconomic indicators, 1960–2004

<table>
<thead>
<tr>
<th></th>
<th>Averages</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) GDP&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1a) Rate of growth (%)</td>
<td>4.4</td>
<td>5.6</td>
<td>4.4</td>
<td>2.5</td>
<td>4.4</td>
<td>6.4</td>
<td>4.0</td>
</tr>
<tr>
<td>(1b) Index (1960 = 100)</td>
<td>265.6</td>
<td>466.3</td>
<td>122.5</td>
<td>158.0</td>
<td>215.3</td>
<td>414.0</td>
<td>570.9</td>
</tr>
<tr>
<td>(2) GDP per capita&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2a) Rate of growth (%)</td>
<td>2.6</td>
<td>4.0</td>
<td>2.0</td>
<td>0.8</td>
<td>2.7</td>
<td>4.9</td>
<td>2.4</td>
</tr>
<tr>
<td>(2b) Index (1960 = 100)</td>
<td>161.3</td>
<td>241.8</td>
<td>109.6</td>
<td>117.4</td>
<td>136.4</td>
<td>223.0</td>
<td>279.3</td>
</tr>
<tr>
<td>(3) Inflation rate (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>51.8</td>
<td>8.1</td>
<td>24.9</td>
<td>175.2</td>
<td>20.7</td>
<td>10.8</td>
<td>2.7</td>
</tr>
<tr>
<td>(4) Unemployment rate (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.2&lt;sup&gt;k&lt;/sup&gt;</td>
<td>7.8</td>
<td>ND</td>
<td>12.9</td>
<td>12.1</td>
<td>7.3</td>
<td>8.9</td>
</tr>
<tr>
<td>(5) Fiscal balance (% of GDP)&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.6&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.9</td>
<td>ND</td>
<td>-3.3</td>
<td>-0.1</td>
<td>1.3</td>
<td>0.0</td>
</tr>
<tr>
<td>(6) Real wages&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6a) Rate of growth (%)</td>
<td>2.1</td>
<td>3.1</td>
<td>ND</td>
<td>ND</td>
<td>0.5</td>
<td>3.8</td>
<td>1.6</td>
</tr>
<tr>
<td>(6b) Index (1980 = 100)</td>
<td>122.5</td>
<td>137.6</td>
<td>ND</td>
<td>ND</td>
<td>99.9</td>
<td>128.3</td>
<td>156.1</td>
</tr>
<tr>
<td>(7) Current account balance (% of GDP)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-3.7</td>
<td>-2.3</td>
<td>-2.3</td>
<td>-3.7</td>
<td>-7.3</td>
<td>-3.1</td>
<td>-0.7</td>
</tr>
<tr>
<td>(8) Real exchange rate (1986 = 100)&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>86.8</td>
<td>93.5</td>
<td>ND</td>
<td>65.1</td>
<td>83.2</td>
<td>92.0</td>
<td>96.4</td>
</tr>
<tr>
<td>(9) Terms of trade (January 1995 = 100)&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>121.3</td>
<td>96.4</td>
<td>179.1</td>
<td>132.5</td>
<td>89.5</td>
<td>99.2</td>
<td>90.7</td>
</tr>
<tr>
<td>(10) International reserves (millions of US$)&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5,523.2</td>
<td>13,851.1</td>
<td>62.0</td>
<td>451.7</td>
<td>3,564.1</td>
<td>13,103.8</td>
<td>15,345.7</td>
</tr>
<tr>
<td>(11) Gross national saving (% of GDP)&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15.3</td>
<td>21.8</td>
<td>12.3</td>
<td>12.0</td>
<td>11.8</td>
<td>22.2</td>
<td>21.1</td>
</tr>
<tr>
<td>(12) Foreign saving (% of GDP)&lt;sup&gt;k&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>2.2</td>
<td>2.6</td>
<td>2.8</td>
<td>7.1</td>
<td>2.9</td>
<td>0.7</td>
</tr>
<tr>
<td>(13) Gross fixed capital formation (% of GDP)&lt;sup&gt;l&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.8</td>
<td>24.0</td>
<td>14.9</td>
<td>14.8</td>
<td>18.9</td>
<td>25.1</td>
<td>21.9</td>
</tr>
<tr>
<td>(14) Exports of goods, fob (% of GDP)&lt;sup&gt;m&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>19.3</td>
<td>25.2</td>
<td>11.8</td>
<td>16.0</td>
<td>21.4</td>
<td>23.3</td>
<td>28.9</td>
</tr>
<tr>
<td>(15) Real exports of goods, growth rate (%)&lt;sup&gt;n&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.8</td>
<td>9.8</td>
<td>3.3</td>
<td>8.3</td>
<td>8.4</td>
<td>11.4</td>
<td>6.5</td>
</tr>
<tr>
<td>(16) External debt (% of GDP)&lt;sup&gt;p&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(16a) Public</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>26.9</td>
<td>15.4</td>
<td>14.8</td>
<td>28.8</td>
<td>53.5</td>
<td>17.4</td>
<td>10.2</td>
</tr>
<tr>
<td>(16b) Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>19.7</td>
<td>32.0</td>
<td>7.9</td>
<td>7.9</td>
<td>26.2</td>
<td>26.2</td>
<td>46.7</td>
</tr>
<tr>
<td>(16c) Total = public + private</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>46.7</td>
<td>47.4</td>
<td>22.6</td>
<td>36.7</td>
<td>79.7</td>
<td>43.6</td>
<td>56.9</td>
</tr>
</tbody>
</table>

Notes and sources:
ND = no data.
<sup>a</sup>World Development Indicators (WDI) for 1960–1989; central bank of Chile for 1990–2004.
<sup>b</sup>Central bank of Chile and National Bureau of Statistics.
<sup>e</sup>Economic Commission for Latin America and the Caribbean (ECLAC).
<sup>g</sup>Central bank of Chile.
<sup>i</sup>Central bank of Chile.
<sup>j</sup>Available data from 1974.
<sup>k</sup>Available data from 1970.
stabilizing inflation, reinstating property to former owners and securing external credits. The persistently high inflation levels led in 1975 (see Figure 10.2) to the adoption of ‘shock therapy’ policies entailing money-based stabilization complemented by a drastic fiscal adjustment programme in which nearly 100,000 public employees left the state sector in one year. Although, historically, the Chilean military were traditionalists in economic matters, the Pinochet regime, helped by a team of neoliberal economists trained at the University of Chicago, adopted free market economic policies within a highly authoritarian political system. Trade liberalization, privatization, fiscal adjustment and other market liberalization policies dominated the second half of the 1970s. An exchange rate-based stabilization programme was used between 1978 and 1982 to reduce inflation, although in 1982 the experiment resulted in a severe economic and financial crisis. The economy suffered a sharp decline in GDP and a jump in unemployment and bankruptcies, accompanied by a crisis in the banking sector, recurrent currency devaluation and serious external debt servicing problems. The crises in the financial and real sectors were tackled with the technical and financial support from the international financial institutions – International Monetary Fund, World Bank and Inter-American Development Bank – that complemented internal crisis management policies, including bail-outs in the financial and corporate sectors, a real depreciation of the currency that restored profitability in tradable goods activities and a cut in domestic absorption. The social consequences of the crises were dire. Unemployment climbed
to near 30 per cent in 1983, real wages fell and many small and medium-sized firms drowned in debt or went bankrupt with the ensuing destruction of organizational capital and jobs.

The Chilean economy once again recovered and started to grow in the second half of the 1980s. The recovery was supported by a more competitive real exchange rate, the financial rehabilitation of firms, tax cuts, easier credit and higher internal demand. However, by the end of the 1980s, the economic recovery was incubating inflationary pressures and external imbalances that the new Aylwin administration – the first democratic government elected after Pinochet – had to tackle. The Aylwin government raised taxes to fund social programmes to revert the social deterioration of the previous years in terms of minimum wages, reduced monetary subsidies to the poor and the chronic underfunding of the public health and education systems. Additionally, fiscal resources were needed to start revamping public infrastructure such as ports, roads and highways that had deteriorated after years of little public investment. Macroeconomic policies in the 1990s accommodated higher social spending, while reducing inflation, avoiding short-term capital inflows and reducing public external debt. These policies were further deepened during the Frei and Lagos administrations – particularly the latter, which followed conservative fiscal policies (adopting the explicit rule of one per cent fiscal surplus), achieved further reduction inflation, suspended a tax on short-term capital inflows and deepened a floating exchange rate regime. Macroeconomic stability was consolidated in 2000–2004, but this period delivered lower growth than previous years and sluggish increases in real wages.

Figure 10.2 Chile: inflation rate, 1960–2004 (percentage per year)
Source: National Bureau of Statistics, Chile.
Macroeconomic policies in 1990–2004

The macroeconomic policies followed by the Concertación governments in the 1990s were influenced by recent history. The fiscal and inflationary crises of the 1970s and the currency and financial crises of the early 1980s created a consensus on the need to ensure macroeconomic stability for development. In a way, Chile still lived under the ghost of the economic (and political) traumas of the recent past. Thus, the Concertación administration – including the Christian Democratic Party, Socialist Party and other left-wing parties, but not the Communist Party – was keen to avert any hint that it would repeat the economic policies of the left in the past, chiefly the economic policies under Allende. Historically, the leftist economic policies stressed attaining distributive economic and social goals more than the maintenance of macroeconomic and financial stability. This ranking of policy priorities was reversed post-1990. Also, it is worth noting that the macro policies of the 1990s were gradualist in the anti-inflationary front and pragmatic in other areas such as the use of taxes to deter short-term capital inflows (see Chapters 4 and 5). Gradualism did not preclude, however, the use of shock treatment in 1998 in the aftermath of the Asian crises by the central bank. As a consequence of the monetary crunch, interest rates soared, cooling down expenditure – particularly investment – and increasing the cost of debt servicing by consumers and firms. In retrospect, it is apparent that the policy of very high interest rates made the sector of small and medium-sized enterprises, which were in debt and faced sluggish internal demand since 1998, particularly vulnerable. This policy also led to a delayed and sluggish recovery in output and employment in subsequent years since it weakened a labour-intensive sector, generating adverse effects on expectations, consumption and employment. We turn now to a more detailed analysis of the nature of fiscal, exchange rate and monetary policies that were followed in 1990–2004.

Fiscal policy

In the fiscal area, the three governments in 1990–2004 pursued either an implicit or explicit policy of fiscal surpluses, although this policy was not complied with every year. For example, in 1999, 2001, 2002 and 2003 there were fiscal deficits associated with slower growth and reduced fiscal revenues, and in 2000 the Lagos administration formalized a fiscal rule in which the government was to run a structural fiscal surplus of one per cent of GDP – the structural budget is calculated using medium-run projections of the main sources of fiscal revenues such as the price of copper and the level and rate of growth of GDP. This rule is consistent to some degree with counter-cyclical fiscal policy as it allows the government to run deficits in years when GDP is below the full capacity level and financed, in principle, by surpluses accumulated in good years. It is an open question as to the extent that aggregate demand polices in 2000–2004 were counter-cyclical in spite of favourable conditions to accelerate a recovery of growth and employment because there was low inflation, existing unused capacity and access to external borrowing at a low cost. On the other hand, fiscal policies in 1990–2004 focused on reducing
the stock of foreign public debt, which declined from 39 per cent of GDP in 1990 to 13 per cent in 2004. Under these conditions, more expansive demand management policies could have been undertaken to shorten this cycle of sluggish growth and slow employment creation in 1998–2003 that was created by a combination of adverse external shocks and the policies of credit crunch cum reduced exchange rate flexibility of the central bank in 1998.

Summarizing, the fiscal policy stance of the Concertación governments aimed to put public finances on a solvency path and reduce public debt to make fiscal policy less vulnerable to external shocks. The absence of explicit redistributive goals released public finances from the extra pressure beyond that of poverty reduction and social protection of lower-income groups in Chilean society. In the medium term, a policy of fiscal restraint helps to reduce inflationary pressures, maintain external balance and release pressures on interest rates that facilitate private investment and growth-generating fiscal resources to finance social policies. Further issues are what should be the optimal macro fiscal policy, the level of fiscal budgets and the investment and debt policy of the state in a country with accumulated social debts and potential profitable investment opportunities in education, health and other sectors.

**Exchange rate policy**

A main shift in exchange rate policy in the last five years has been the abandonment of an ‘intermediate regime’ – for example, an exchange rate band regime – for a system of free floating with minimal intervention by the monetary authorities (see Chapter 4 of this volume). In September 1999, the exchange rate band regime was abandoned. The management of the adjustable band regime was not simple as persistent capital inflows during most of the 1990s, mainly until 1997, exerted a ‘downward’ pressure on the exchange rate (to appreciate), moving the market exchange rate to the floor of the band, and leading the central bank to engage in expensive sterilization operations to counteract the monetary effect of massive purchases of foreign exchange. In 1998–1999, a tight monetary policy was complemented by a policy of reduced exchange rate flexibility, which narrowed the band and reduced the distance between the floor and the ceiling, in the face of adverse terms of trade shocks and a reduction in capital inflows. In general, adjustments to adverse external shocks that are not fully financed require more (not less) exchange rate flexibility. In recent years, under the flexible exchange rate regime, the central bank has intervened in the foreign exchange market on only a few occasions: (i) in 2001 associated with the instability created by 11 September and the crisis of the Argentinean currency board; and (ii) in 2002, after turbulence linked to the Brazilian elections. The free-floating exchange rate regime has been associated with significant fluctuations in the nominal exchange rates (see Figure 10.3); this volatility can be highlighted as a problem of the free-floating regime adopted since 1999 and adds to an already volatile path of the real exchange rate observed since the 1970s in Chile (see Figure 10.4). On the positive side, the free-floating regime has benefited from: (i) the decline in ‘pass-through’ coefficients between exchange rate and prices that reduces the inflationary effect
**Figure 10.3** Chile: exchange rate regimes – Floating band and flexible exchange rate systems periods, 1984–2005

*Source:* Authors’ analysis based on data from the central bank of Chile.

**Figure 10.4** Chile: real exchange rate, 1977–2004 (Index 100 = 1986)

*Notes:* An increase in the index indicates depreciation and a decline is an appreciation. The value of 2004 corresponds to the average until November of that year.

*Source:* Authors’ analysis based on data from the central bank of Chile.
of currency depreciations; (ii) the small liability-dollarization in the banking system although the increase in external indebtedness of the corporate sector reduces this effect; and (iii) the development of more sophisticated financial instruments to deal with exchange fluctuations.\(^8\)

**Disinflation and monetary policy**

An important policy accomplishment in the period 1990–2004 has been the decline in inflation from 27.3 per cent in 1990 to 2.4 per cent in 2004 (see Figure 10.5). However, this is also part of a general shift to a low-inflation regime in the world economy, a trend shared by the Chilean economy. Moreover, there was a further decline in inflation in 2000–2004 – averaging 2.7 per cent per year, a level that is very close to the average inflation rate of Organization for Economic Co-operation and Development economies. Chile instituted an independent central bank in the late 1980s with a mandate to ensure low and stable inflation and normalcy in internal and external payments (the charter of the central bank of Chile, unlike that of other central banks of developed economies, excludes any objective of growth or full employment in its mission).\(^9\) The strong anti-inflationary mandate of the central bank also stipulates that it must contribute to lowering inflation. However, the policy actions of the central bank also affect output and employment. The 1998–1999 *credit crunch* of the central bank and *reduced* exchange rate flexibility probably *amplified* the real effects on domestic output and employment of the external shocks associated with the global turbulence of

---

**Figure 10.5** Chile: inflation rate, 1990–2004 (percentage per year)

*Source:* Central bank of Chile.
Monetary policy in recent years has operated using an inflation target, which as of 2004–2005 is in the range of 2 per cent to 4 per cent with a mean value of 3 per cent annual inflation. Monetary policy has regained more autonomy with the floating exchange rate regime, although, as addressed later, this has taken place in a context of large fluctuations in nominal exchange rates.

The current account, terms of trade and external debt
The performance of the Chilean economy in the period 1990–2004 was also influenced by the cycles of the international economy, the behaviour of terms of trade, international interest rates, capital flows and demand for exports. The terms of trade experienced several swings through the period with a decline in 1991–1993 followed by a boom in 1994–1997 and then a decline in 1998–2003 to recover again in 2004 (see Figure 10.6). It is worth noting that economic activity, except in the early 1990s, closely followed the behaviour of the terms of trade.

The average current deficit in 1990–2004 was 2.3 per cent of GDP (see Table 10.1), a moderate number by the standards of developing countries that are in the phase of the development process where foreign savings are needed to complement national savings to support economic growth. The levels of current account deficits were higher in 1990–1997 than in 1998–2004 due to rapid growth of the Chilean economy and the return of capital inflows to Latin America in those years. The concern of Chilean policy makers in maintaining a sustainable level of absorption of capital flows was complemented by the objective of discouraging short-term capital inflows. For that purpose, a tax on short-term capital was in effect until March 2000. There is some controversy whether the low level of short-term

Figure 10.6  Chile: terms of trade, 1990–2004 (January 1977 = 100)
Source: Authors’ analysis based on data from Bennett and Valdés (2001) and the central bank of Chile.
inflows was due to this tax, to the effect of other ‘macroeconomic fundamentals’ or to a combination of both sets of variables.

Chilean total external debt was near 60 per cent of GDP in 2003, up from 57.5 per cent in 1990, not a small amount if compared with other developing countries. As shown in Table 10.2, the ratio of total external debt to GDP in 2003 in Chile is below the level of Argentina, but is above the levels of both Brazil and Mexico. However, the cost of servicing that debt is much lower in Chile as it can borrow at lower interest rates in international markets due to a reduced sovereign risk premium, well below that of Argentina and Brazil as well as Mexico.

Although the total level of external debt has not changed much over the period 1990–2004, there has been a substantial change in its composition between public and private debt. The democratic governments followed an active policy of reducing public external debt both in absolute terms and as a share of GDP. In fact, the ratio of public external debt to GDP declined by nearly 26 percentage points between 1990 and 2004. In contrast, private external debt increased substantially in this period. Private external debt was $5.633 million in 1990 (19 per cent of GDP) and climbed to $34.079 million in 2004 (47 per cent of GDP). Much of the attention has been focused so far on public debt and comparatively little on the evolution of private external debt. We know from past experience that when debt-servicing difficulties arise there is a need of costly macroeconomic adjustment, even though the debt was contracted by the private sector, which was the case prior to the crises of 1982–1983 in Chile. Clearly, the Chilean economy is much more robust today than it was in the early 1980s; however, monitoring of the evolution of private external debt is still necessary.

**Growth and macro performance in 1990–2004**

The rate of economic growth in Chile in 1990–2004 was higher than in previous decades and stood above the Latin American average, but below that of other dynamic economies (see Table 10.3). Rapid growth has also been accompanied by volatility and growth cycles of long duration (see Figure 10.7). A sharp turning point in the growth process took place in 1997–1998, associated with the Asian and Russian crises. In fact, annual GDP growth decreased from 7.7 per cent in 1990–1997 to 3 per cent in 1998–2004.

In 2004, as a consequence of a boom in copper prices, the main export product of Chile, and other export commodities as well as a policy of low interest rates, the
Chilean economy grew to nearly 6 per cent a year, approaching the levels of the golden years of growth of 1986–1997. A look at the underlying factors of the boom of 1990–1997 shows that growth was supported by an increase in national savings and in the ratio of investment to GDP, the latter over 27 per cent of GDP in 1996–1997 — the ratio of investment to GDP was the highest ratio of the last 40 years. There is controversy about the causality between savings and investment. Do

Table 10.3  Chile: GDP growth rates of selected countries, 1990–2004

<table>
<thead>
<tr>
<th></th>
<th>Chile&lt;sup&gt;a&lt;/sup&gt;</th>
<th>China&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Hong Kong&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Ireland&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Mauritius&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Singapore&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Uganda&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Latin America and the Caribbean&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990–2004</td>
<td>5.5</td>
<td>9.3</td>
<td>4.1</td>
<td>6.7</td>
<td>5.1</td>
<td>6.4</td>
<td>6.4</td>
<td>2.5</td>
</tr>
<tr>
<td>1990–1999</td>
<td>6.4</td>
<td>9.7</td>
<td>3.8</td>
<td>7.1</td>
<td>5.4</td>
<td>7.6</td>
<td>6.9</td>
<td>2.7</td>
</tr>
<tr>
<td>2000–2004</td>
<td>3.9</td>
<td>8.4</td>
<td>4.8</td>
<td>6.0</td>
<td>4.5</td>
<td>4.0</td>
<td>5.4</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Sources:
<sup>a</sup>Central bank of Chile.
<sup>c</sup>ECLAC, on the basis of official figures converted into US$ at constant 1995 prices.

Figure 10.7  Chile: rate of growth of GDP, 1990–2004 (percentage per year)

Note: *averages correspond to 1990–1993.
Source: Central Bank of Chile; Authors’ calculations.

Chilean economy grew to nearly 6 per cent a year, approaching the levels of the golden years of growth of 1986–1997. A look at the underlying factors of the boom of 1990–1997 shows that growth was supported by an increase in national savings and in the ratio of investment to GDP, the latter over 27 per cent of GDP in 1996–1997 — the ratio of investment to GDP was the highest ratio of the last 40 years. There is controversy about the causality between savings and investment. Do
national savings precede GDP growth or, conversely, does the savings ratio follow acceleration in GDP growth? In addition, Chilean growth has been accompanied by rising exports to GDP ratios in an export-led growth fashion.

In retrospect, the golden age of rapid growth from the mid- to late 1980s to the mid- to late 1990s has proved difficult to replicate. The Chilean economy turned vulnerable to the spell of global instability triggered by the Asian and Russian crises of 1997–1998 that led to a decline in terms of trade for Chile and a reduction in capital inflows. Although domestic financial stability and lower inflation have been maintained in the aftermath of those shocks, the economy entered into a cycle of slow growth that lasted for more than half a decade (until 2003). In addition, it is unlikely that a rapid return to growth at 7 per cent per year, which characterized the last growth boom, will occur. The policy mix of the post-1998 cycle combined tight money by the central bank in 1998–99 with more expansive fiscal policies as the economic authorities of the Frei government apparently sought to moderate the effects on aggregate demand of the credit crunch of the central bank – the fiscal balance turned from a surplus to a deficit of 1.4 per cent of GDP in 1999. In any case, a recession took place and GDP fell by 0.8 percentage points in 1999. The Lagos government that took office in early 2000 reversed the course of fiscal policy adopted in the later years of the Frei government and adopted a more restrictive fiscal stance that perhaps deprived the economy of an additional impulse coming from internal demand. The strategy of recovery relied on an increase in exports and a recovery of private and public investment. In 2003–2004, monetary policy became expansionary, with successive reductions in interest rates set by the central bank that, given their lagged effects on aggregate demand, contributed to the acceleration of economic growth in 2004.

In terms of funding for growth, the banking system is active in providing credit for consumption and housing, but with a low degree of intermediation in productive credits to the small and medium-sized firms, the main source of employment creation in Chile. Other sources of investment finance such as venture capital are underdeveloped and the funding of innovation is a complex task for risk-taking, innovation-oriented entrepreneurs.

Comparing the macroeconomic and growth performance of the Aylwin, Frei and Lagos administrations, there are differences in outcomes (see Table 10.4). Economic growth was highest during the Aylwin administration (1990–1994) with average GDP growth of 7.8 per cent per year and lowest during the Lagos administration (2000–2004) with average GDP growth of 3.7 per cent per year. In contrast, inflation was the highest under Aylwin (average 17.7 per cent annual) and the lowest under Lagos (2.4 per cent annual). The macro performance of the Frei administration lies between Aylwin and Lagos in terms of growth and inflation. Of course, initial economic conditions and the international economy affected the growth record of each administration. For example, a complicated international scenario associated with the occurrence of the Asian and Russian crises hit the Frei government in 1997–1998 and also affected, to some extent, the Lagos government (until 2003). Although fiscal policy has been austere in the three governments,
the lowest fiscal deficits are observed during the Lagos administration, which implemented an explicit rule of a structural fiscal surplus. At the same time, fiscal policy has been only mildly counter-cyclical in this period. Regarding labour market indicators, unemployment has been higher and real wages have grown more slowly in the Lagos administration compared to those of Frei and Aylwin. In contrast, lower current account deficits are experienced in the Lagos administration, which seems to have been the most orthodox in macroeconomic policy of the three *Concertación* governments.

Table 10.4a provides a summary of the regimes’ exchange rate, monetary, fiscal and capital account policies across the three administrations from 1990 to 2004.

**Table 10.4** Chile: economic performance by administration, 1990–2004

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of growth of GDP (%)</td>
<td>Total 7.8 5.5 3.7</td>
<td>Per capita 5.9 4.1 2.4</td>
<td>Unemployment 7.3 7.3 8.9</td>
</tr>
<tr>
<td>Rate of inflation (%)</td>
<td>17.7 6.1 2.7</td>
<td>Real wages 3.7 3.8 1.6</td>
<td>Fiscal balance 1.6 1.1 0.0</td>
</tr>
<tr>
<td>Terms of trade (1997 = 100)</td>
<td>95.8 101.5 90.7</td>
<td>Current account 22.5 23.5 20.7</td>
<td></td>
</tr>
</tbody>
</table>

**Note:**


**Source:** Authors’ calculations.

**Table 10.4a** Chile: macroeconomic policy matrix by administration, 1990–2004

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange rate policy</td>
<td>Exchange rate band Eclectic</td>
<td>Exchange rate band Eclectic</td>
<td>Flotation Inflation goals</td>
</tr>
<tr>
<td>Monetary policy</td>
<td>Austere without fiscal rule</td>
<td>Moderately austere without fiscal rule</td>
<td>Rule of structural fiscal superavit (1% of GDP)</td>
</tr>
<tr>
<td>Fiscal policy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Taxes to short-term capital flows</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Source:** Authors’ analysis.
Poverty, income distribution and social policies

This section focuses on the social dimension of the Chilean model. Chile has been successful in decreasing the proportion of the population below the poverty line, but unsuccessful in improving income distribution, which remains unequal by international standards.

There is a growing economic literature that indicates that inequality of income – closely related to inequality of opportunities – is problematic both on ethical grounds as well as for instrumental reasons. Inequality can harm growth for various reasons; it can generate social polarization and political instability and invite higher taxation, which is detrimental to investment. In addition, in unequal societies there is an economic loss since many talented individuals and excluded social groups cannot realize their initiative and productive potential due to a lack of credit and social contacts, limited information about opportunities and reduced access to political power.

The following diagnoses the dimension, characteristics and evolution of poverty in Chile during the 1990s and early 2000s and analyses the worrying trends in income distribution before and after transfer showing the persistence of inequality in Chile. The social policies of the Concertación governments relied on four principles: (i) growth-led poverty reduction; (ii) increasing the level and better targeting of monetary transfers to the poor; (iii) increasing public spending in education, health, housing and pensions; and (iv) initial attempts of reform of systems of private provision of social services, such as the health system. Missing components, in our view, of a more comprehensive social policy have been: (i) lack of an explicit concern for inequality of income and wealth; (ii) absence of explicit consideration of the middle class as a valid recipient of social policy; (iii) excessive emphasis on targeting that generates unintended exclusions of benefits for border-line groups; (iv) lack of policies to rebalance the bargaining power of workers severely debilitated after the Pinochet regime; and (v) absence of an explicit concern for the concentration of ownership in a few economic groups including the banking sector and pension funds management companies.

As shown in Table 10.4b, social policy did not establish explicit redistributive goals – neither are they explicit in the UN Millennium Development Goals – although, in practice there was an implicit redistribution by increasing subsidies to the poor and increasing direct and indirect taxes. The social concern of the democratic governments has been a very active one; however, in retrospect it should be noted that it did not include areas related to assets distribution and concentration (private property). Neither is it evident that one of the priorities has been to strengthen the negotiating capacity of workers. This would have led to a more equitable distribution of increases of productivity between labour and capital during period of rapid economic growth. This issue of organization and information capacity is also relevant for consumers and other non-favoured groups of the economic system.
Table 10.4b  Chile: economic behaviour matrix and social policy/public policy by administration, 1990–2004

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Poverty</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
</tr>
<tr>
<td>Inequality (Gini coefficient)</td>
<td>Remains stable</td>
<td>Remains stable</td>
<td>Remains stable</td>
</tr>
<tr>
<td>Increase and focalization of subsidies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Minimum wage</td>
<td>Real increase</td>
<td>Real increase</td>
<td>Real increase</td>
</tr>
<tr>
<td>Education: expenditure reforms</td>
<td>Increase</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td></td>
<td>Program P-900 (poor schools), Program MECE (quality of education)</td>
<td>Increase School day extension, teachers’ evaluation</td>
<td>Compulsory 12 years of education, digital alphabetization</td>
</tr>
<tr>
<td>Health: expenditure reforms</td>
<td>Increase</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td></td>
<td>Strengthening of public hospitals, coverage extension</td>
<td>Increase Strengthening of public hospitals, coverage extension</td>
<td>Increase Plan Auge, modification in law about Isapres</td>
</tr>
<tr>
<td>Goals of less inequality made explicit</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>De-concentration of property policy</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Strengthening of trade unions and social organizations</td>
<td>Light</td>
<td>Light</td>
<td>Light</td>
</tr>
<tr>
<td>Policy of consumer defense</td>
<td></td>
<td></td>
<td>Creation of a board of free competition, modification of the consumer law</td>
</tr>
<tr>
<td>Democratization of the access to credit(^1)</td>
<td>Partial</td>
<td>Partial</td>
<td>Partial/increases</td>
</tr>
</tbody>
</table>

Note: \(^1\) See Pollack and García (2004) for a discussion on the role of the financing sector in equity and competitiveness in Chile.

Source: Authors’ analysis.

Solimano (2005) compares Latin American and Scandinavian social policies and enumerates the various difficulties faced by ‘focalization in the poorest’, which do not incorporate the middle class. This approach has been in practice in the Latin American region through the Washington Consensus policies, and Chile has not been an exception. These difficulties can be summarized as: (i) problems related to identifying and implementing mechanisms to effectively reach the poorest population groups; (ii) the exclusion of potential beneficiaries who are close to the poverty line; (iii) an emphasis on the redistributive character of the social policy...
by separating groups paying taxes to finance social policies, which include the middle class as well as higher income groups, from the beneficiaries of social policies; and (iv) the fragmentation and weakening of the middle class that, historically, has been the most stable socially and politically. Policies dealing with consumer protection and their rights were more strongly developed during the Lagos administration, when the Consumers Law was modified and the Free Competition Court was created (see Table 10.4b). The increasing complexity of the delivery of services such as health, insurance and credits require informed consumers in order to avoid redistribution of income from consumers to suppliers.

**Poverty**

Between 1990 and 2003, the proportion of the Chilean population below the poverty line decreased from 38.6 per cent to 18.8 per cent. At the same time, extreme poverty or indigence experienced a reduction from 12.9 per cent to 4.7 per cent as shown in Table 10.5.20 Interestingly, when growth was rapid (1990–1997), poverty declined quickly, yet these gains were not eroded when growth slowed down (1998–2003).

**Regional distribution of poverty**

Poverty is not uniformly distributed across the different regions of Chile. The largest number of indigent and poor households is concentrated in the Metropolitan Region, the most populated region of the country and which includes the capital city of Santiago; but the incidence of poverty in this region is not among the highest in the country. The incidence of poverty is much higher in the Region of Araucanía and Bío-Bío, in the south of the country, where almost 30 per cent of households are under the poverty or indigence line. On the other hand, Magallanes and Antofagasta, followed by the Metropolitan Region, have the lowest incidence of poverty. This dimension of the regional distribution of poverty must be considered in formulating policies to alleviate it. Macroeconomic policies affect the different regions with different intensities and in distinct ways, according to their production profiles.

<table>
<thead>
<tr>
<th>Year</th>
<th>Poverty line Households</th>
<th>Poverty line Population</th>
<th>Indigence line Households</th>
<th>Indigence line Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>33.3</td>
<td>38.6</td>
<td>10.6</td>
<td>12.9</td>
</tr>
<tr>
<td>1996</td>
<td>19.7</td>
<td>23.2</td>
<td>4.9</td>
<td>5.7</td>
</tr>
<tr>
<td>2000</td>
<td>16.6</td>
<td>20.6</td>
<td>4.6</td>
<td>5.7</td>
</tr>
<tr>
<td>2003</td>
<td>15.4</td>
<td>18.8</td>
<td>3.9</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Family characteristics and employment patterns of the poor

The main sociodemographic and labour market characteristics of Chilean households of different income strata for 2000 are presented in Table 10.6, revealing several important features:

- poor families are larger than non-poor families and have higher dependency ratios;
- poor families (indigent and poor non-indigents) have a high incidence of unemployed and inactive members;
- the incidence of unemployment among the poor is closely related to their education level, which is much lower among the poor income strata; and
- workers from indigent and poor households tend to work in lower productivity sectors.

Informality and segmentation in the labour market

The Chilean labour market is characterized by segmentation (significant differences of labour productivity and income earnings among the employed population). Two classifications are often used for segmentation in goods and labour markets: (i) the duality between formal and informal sectors (Infante and Sunkel 2004); and (ii) the dichotomy of low-productivity and high-productivity sectors (ECLAC 2004).

The traditional characterization of the ‘formal sector’ in goods and labour markets assumes that it is composed of firms of higher capital and technology intensity and reflected in higher labour productivity, compared to informal sector activities. In turn, formal firms often pay taxes, have more formal labour

---

**Table 10.6** Chile: sociodemographic profile and labour market indicators by poverty strata, 2000 (average)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Indigent</th>
<th>Poor no indigent</th>
<th>No poor</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of household members</td>
<td>4.8</td>
<td>4.8</td>
<td>3.7</td>
<td>3.9</td>
</tr>
<tr>
<td>Dependency demographic rate(^a)</td>
<td>75.9</td>
<td>70.2</td>
<td>50.4</td>
<td>54.3</td>
</tr>
<tr>
<td>Proportion of inactive population</td>
<td>52.1</td>
<td>48.9</td>
<td>37.9</td>
<td>40.1</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>42.4</td>
<td>21.2</td>
<td>7.3</td>
<td>10.2</td>
</tr>
<tr>
<td>Proportion of employed household members:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>less than 8 years of education</td>
<td>44.4</td>
<td>35.3</td>
<td>18.8</td>
<td>21.1</td>
</tr>
<tr>
<td>less than 10 years of education</td>
<td>69.2</td>
<td>58.9</td>
<td>31.6</td>
<td>35.3</td>
</tr>
<tr>
<td>less than 12 years of education</td>
<td>83.1</td>
<td>74.4</td>
<td>42.1</td>
<td>46.3</td>
</tr>
<tr>
<td>Proportion working in low productivity sectors</td>
<td>47.4</td>
<td>42.3</td>
<td>32.6</td>
<td>33.9</td>
</tr>
</tbody>
</table>

*Defined as the ratio between the population less than 15 years old and older than 65 and the total population.

*Source*: Authors’ analysis of data from ECLAC (2003).
relations – labour contracts and social benefits – and provide more training and better salaries to their workers. In contrast, the ‘informal sector’ is characterized by lower-productivity firms and more flexible entrance and exit of workers under less formalized labour relations. Often, workers in the informal sector earn lower salaries than workers in the formal sector, enjoy fewer social benefits and have a lower educational level (Infante and Sunkel 2004).

According to Infante and Sunkel (2004), there are six main differences between the formal and the informal sector in Chile:

- The average product of formal workers is almost four times greater than of informal workers, explaining the differences between average labour income and wages between the two sectors.
- There are important differences between both sectors in the degree of social protection and labour relations: while 87 per cent of formal workers have a labour contract, only 50 per cent of informal workers have one; 84 per cent of formal workers have social security benefits, only 35 per cent of informal workers have them.
- Working conditions are worse in the informal than in the formal sector: longer working hours and less safety at the workplace.
- Informal workers are less educated (on average 9.6 years of education) than formal workers (on average 12.2 years).
- Poverty is higher among informal workers than among formal workers.
- Women are concentrated in the informal sector and receive lower salaries than men: 20 per cent lower in the formal sector and 45 per cent lower in the informal sector.

In Chile, a trend toward certain formalization of employment was observed during the boom of growth in 1990–1997, but this trend was abruptly reversed after the Asian crisis. Since 1998, most new jobs have been generated in the informal sector; at the end of the 1990s it was at the same level as in 1990.

Table 10.7 shows the pattern of labour market segmentation among different income groups. While 36 per cent of workers from the poorest group (1st quintile) work in the informal sector, only 3.2 per cent of the richest workers (5th quintile) work in that sector.

<table>
<thead>
<tr>
<th>Income quintile</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informal</td>
<td>36</td>
<td>28.8</td>
<td>16.7</td>
<td>13.1</td>
<td>3.2</td>
<td>16.4</td>
</tr>
<tr>
<td>Formal</td>
<td>64</td>
<td>71.2</td>
<td>83.3</td>
<td>86.9</td>
<td>96.8</td>
<td>83.6</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

*Source: Infante and Sunkel (2004).*
Low-productivity sectors, demographics and women’s participation

Using an alternative definition of productive sectors provided by ECLAC, Table 10.8 shows the distribution of Chilean workers in low-productivity sectors in the period 1990–2003. The proportion of workers in low-productivity sectors diminished from 38.8 per cent in 1990 to 31.9 per cent in 2003, suggesting a shift to higher-productivity sectors. During the years of adjustment and lower growth after 1998, relatively more low-productivity jobs were created. Another variable influencing income distribution is the participation rate of working age population. While the participation rates of the total working age population remained more or less constant around 73 per cent during the whole period, female participation experienced a significant increase – from 36 per cent to 45 per cent. Even more significant is that women of reproductive age experienced the highest increase in labour market participation, from 47 per cent to 61 per cent. Although women have increased their participation rates in the labour market, the data on unemployment for women (higher than for men) suggest a gender bias with female workers facing more difficulties than men in accessing the labour market. In fact, women’s unemployment rate increased from 8.7 per cent in 1990 to 10.2 per cent in 2003.

The persistence of unequal income distribution

In spite of the progress in achieving more macro stability and the reduction in absolute poverty levels and indigence, the unequal income distribution constitutes a significant unsolved problem on the road to effective economic development in Chile.22

Table 10.8  Chile: urban population employed in low-productivity sectors of the labour market, 1990–2003 (percentage of employed urban population)

<table>
<thead>
<tr>
<th>Year</th>
<th>Total Employers</th>
<th>Total Professional and technical</th>
<th>Non-professional, non-technical</th>
<th>Domestic employment</th>
<th>Total Unskilled self-employed</th>
<th>Industry and construction</th>
<th>Commerce and services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>38.8</td>
<td>0.8</td>
<td>10.3</td>
<td>0.9</td>
<td>9.4</td>
<td>7.0</td>
<td>20.7</td>
</tr>
<tr>
<td>1994</td>
<td>34.6</td>
<td>1.8</td>
<td>9.4</td>
<td>0.8</td>
<td>8.6</td>
<td>6.1</td>
<td>17.3</td>
</tr>
<tr>
<td>1996</td>
<td>34.3</td>
<td>2.0</td>
<td>10.1</td>
<td>1.0</td>
<td>9.1</td>
<td>6.1</td>
<td>16.1</td>
</tr>
<tr>
<td>1998</td>
<td>34.4</td>
<td>2.6</td>
<td>10.7</td>
<td>1.0</td>
<td>9.7</td>
<td>5.9</td>
<td>15.2</td>
</tr>
<tr>
<td>2000</td>
<td>32.5</td>
<td>2.4</td>
<td>9.0</td>
<td>1.0</td>
<td>8.0</td>
<td>6.2</td>
<td>14.9</td>
</tr>
<tr>
<td>2003</td>
<td>31.9</td>
<td>2.4</td>
<td>8.0</td>
<td>0.8</td>
<td>7.2</td>
<td>6.5</td>
<td>15.0</td>
</tr>
</tbody>
</table>

Notes:
(1) = (2) + (3) + (6) + (7)
(3) = (4) + (5)
(7) = (8) + (9) + employment in agriculture, forestry, fishing and hunting.
Table 10.9 presents data on total household income distribution for selected years. The data show that households in the first four income deciles of the distribution (the poorest 40 per cent) received about 14 per cent of total income in 2003, an increase in income share of 0.6 percentage points since 1990. The richest 10 per cent of households received around 40 per cent of total income on average during the whole period (declining slightly in 2003). These numbers show an unequal pattern of income distribution that remained basically unchanged throughout the period 1990–2003. Other ratios confirm these trends. For example, the average income of the richest decile is more than 18.6 times the share of the four poorest deciles (40 per cent), while the average income of the richest quintile is equivalent to 18.3 times that of the poorest quintile. Households in the fifth, sixth and seventh deciles (the ‘Next 30%’ column) received around 21 per cent of total income. This segment can be considered as the middle class with an income share that remained stable and relatively independent of GDP growth during the whole period. The Gini coefficient confirms that the degree of concentration of income distribution between 1990 and 2003 has basically remained constant.

**Income distribution before and after transfers**

Social policy, and in particular transfers, affects income distribution. Thus, it is important to compare personal income distribution based on the percentage of total income received by households and individuals before transfers that are ranked in ascending order according to per capita income with income distribution after transfers. The evolution of income before transfers distribution is also a helpful concept and measurement of inequality since it shows the extent that the economic system – the market, its institutions and the growth process – generates, endogenously, unequalizing or equalizing trends in income distribution.

We turn now to the concept of income distribution, which considers not only income derived from work or the ownership of assets, to the extent that they are declared in the CASEN (national socioeconomic) surveys, but also income received from subsidies and transfers from government to people and/or households.
This concept is only partially accurate since it does not provide a monetary value for social expenditure in education, health and other areas that may increase the future capacity of individuals to generate income.

Table 10.10 shows pre-transfers income distribution and Table 10.11 shows total income distribution (including transfers) between 1990 and 2000 by income deciles. Table 10.11 shows that according to various indicators the pre-transfers income distribution did not improve and actually worsened for the poorest deciles in the 1990s. In the pre-transfers income distribution of households, the ratio between the incomes of the top to the bottom quintile (ratio 20/20) increased from 20.8 in 1990 to 24.6 in 2000, while the ratio 20/40 increased from 6.6 in 1990 to 7.3 in 2000. This situation changes, but only slightly, if total income instead of pre-transfers income is considered in the calculations. If total income is considered to calculate income distribution, the ratio top to bottom 20/20, decreases from 17.2 in 1990 to 16.1 in 2000, and the ratio 20/40 remains constant around 5.9 between both years.

Thus, the distribution of income generated by the market and the growth process actually worsened during the 1990s. These unequalizing trends were dampened by transfers, although they have not changed in a significant way the overall income distribution, which remains unequal.

### Targeting of social subsidies

Monetary transfers have played a significant role in dampening the effects of inequality of the poor. Thus, it is worth noting that the policy has been to increase the degree of targeting of subsidies toward the poorest segments of the population (see Table 10.12). In 1987, the poorest quintile of households received 33.6 per cent

---

**Table 10.10** Chile: income distribution considering pre-transfers per capita income from households by deciles, 1990–2000

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>20/20</td>
<td>20.8</td>
<td>20.1</td>
<td>20.8</td>
<td>22.3</td>
<td>24.3</td>
<td>24.6</td>
</tr>
<tr>
<td>20/40</td>
<td>6.6</td>
<td>6.5</td>
<td>6.6</td>
<td>6.9</td>
<td>7.3</td>
<td>7.3</td>
</tr>
<tr>
<td>10/9</td>
<td>3.0</td>
<td>3.1</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.1</td>
</tr>
</tbody>
</table>

**Source:** Infante and Sunkel (2004).

**Table 10.11** Chile: income distribution considering total per capita income from households by deciles, 1990–2000

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Top20/bottom 20</td>
<td>17.2</td>
<td>16.8</td>
<td>17.1</td>
<td>17.8</td>
<td>18.8</td>
<td>16.1</td>
</tr>
<tr>
<td>Top20/bottom 40</td>
<td>5.9</td>
<td>5.9</td>
<td>5.8</td>
<td>6.1</td>
<td>6.3</td>
<td>5.9</td>
</tr>
<tr>
<td>Top10/bottom 9</td>
<td>2.9</td>
<td>3.1</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>3.0</td>
</tr>
</tbody>
</table>

**Source:** Infante and Sunkel (2004).
of total subsidies, and 45.3 per cent in 2000. When including the 1st and 2nd quintiles, more than 70 per cent of subsidies are concentrated in the poorest 40 per cent of the population.\textsuperscript{25}

However, the middle class – defined as households in the 3rd and 4th quintiles – was the main loser in this regard as their share in total subsidies decreased from 32.8 per cent in 1987 to 24.3 per cent in 2000. The composition of total income of households by quintile for 2003 is presented in Table 10.13.

In all households groups, income from work is the most important component of total income, fluctuating between 74 per cent and 87 per cent. Monetary subsidies represent almost 12 per cent of total household income in the poorest quintile and diminish by income quintile, reaching near zero for the 5th quintile in 2003.
Social policies

Since 1990, the social strategy of the democratic governments relied on a combination of poverty reduction led by GDP growth, complemented by increased and more targeted transfers, and a recovery of the real value of the minimum wage and an increase in pensions. In addition, policies have focused on a significant increase in public spending on education, health, housing and social security (see Table 10.14). In the early 1990s, the Aylwin government sought to ensure a minimum income for poorer families – minimum wage increased by 17 per cent in real terms between 1989 and 1991. Family allowances and various subsidies for disadvantaged families, for people with disabilities and for the unemployed as well as pensions were also increased. The emphasis on monetary transfers was complemented by a policy of expanding social expenditures in public health, housing for the poor and education. Between 1990 and 2000, there was a significant increase in public expenditures in health and education, which increased by 247 per cent and 274 per cent respectively (see Table 10.14).

Programmes dealing with poverty alleviation

In the democratic period, various social programmes have been put in place to reduce poverty. For example, in the early 1990s, an experimental programme that allowed community-based organizations to apply for public funds to develop projects to improve neighbourhood infrastructure or start micro-enterprises was coordinated by the new Solidarity and Social Investment Fund, essentially a social emergency fund. These programmes were implemented in other Latin American countries during the late 1980s and the 1990s to cope with the social consequences of structural adjustment programmes and/or economic crises.

At least three main operational difficulties emerged during the implementation of these programmes: (i) co-ordinating all executing agencies involved; (ii) reaching the poorest populations; and (iii) lack of resources. These weaknesses have also characterized similar initiatives in most Latin American countries.

In 1994, in an attempt to overcome these limitations, the National Program of Poverty Eradication was launched in 80 municipal districts with high poverty ratios. The municipalities were then asked to co-ordinate the effort to reach

<table>
<thead>
<tr>
<th>Table 10.14</th>
<th>Chile: social expenditures, 1990–2000 (percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Annual growth rate</td>
</tr>
<tr>
<td>Total social expenditures</td>
<td>8.0</td>
</tr>
<tr>
<td>Health</td>
<td>9.4</td>
</tr>
<tr>
<td>Housing</td>
<td>5.1</td>
</tr>
<tr>
<td>Social Security</td>
<td>6.1</td>
</tr>
<tr>
<td>Education</td>
<td>10.6</td>
</tr>
<tr>
<td>Subsidies</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>13.3</td>
</tr>
</tbody>
</table>

the poorest families. The programme had some limited success, but once again the difficulty of coordinating ministries and agencies and the availability of resources proved to be pervasive problems.

In 2002, a new approach, Chile Solidario, was launched to target indigent individuals and families through a decentralized system designed to ensure that poor families have effective access to income-support subsidies and public services. Chile Solidario also has an employment-support component to help find jobs and training for the head of households.

Social outcomes and the persistence of inequality in Chile: the role of macro and structural factors

The persistence of high inequality in Chile, a phenomenon with historical roots, is an important issue that deserves further analysis. Some possible explanations for the situation, which require further empirical study, follow.

Factors associated with macroeconomic policies

Several changes in macro policies affected poverty and inequality post-1990. The reduction of inflation is expected to help those who earn fixed incomes, such as workers and public sector employees, although specific salary adjustment rules also matter for minimum wages and public sector salaries. The effects of changes in real exchange rates and interest rates have various effects on wages and the value of debts and it is unclear if their net effects were pro-poor or not. The effects of cycles of economic activity and unemployment levels are also relevant. The 1990–1997 boom increased employment and real wages and led to rapid poverty reduction. The slow growth period of 1998–2003 increased unemployment and slowed down real wages increases, but apparently did not lead to increases in poverty of a serious magnitude, in part due to social policies.

Factors associated with the pattern of economic growth and globalization

The Chilean economy accelerated its rate of economic growth in the period 1990–2004, but faster growth per se did not correct income inequalities, although rapid growth did lead to reduced poverty. The demand for labour in the traditional traded goods sector (copper) is very capital intensive and the new tradable sectors (wine, fruits, timber, fish products and others) apparently are not very labour intensive. In addition, the demand for labour in the sectors linked to international trade is biased toward skilled labour and technical change saves unskilled labour, a trend that widened wage inequality. Another trend was globalization, which paid a premium to people with higher education levels and entrepreneurial capacities who were able to capture the opportunities opened by globalization, but who also coped with its risks.

Concentration on the ownership of productive assets

A recent study in Chile by Molina (2005) documents a tendency for the concentration of property in the stock market, banking, administration of pension funds and private companies that provide health services. The study shows that the five
largest economic groups in Chile own close to 50 per cent of the shares of Chilean companies traded on the stock market. There is a concentration in the banking sector, with the three largest private banks owing 60 per cent of lending of the banking system. The three biggest pension funds management companies accounted for 70 per cent of the stock of pension savings by the end of 2004 (around $61 million). Concentration in service provision by a few of the private health care companies is also high.

Unequal and restricted access to credit

There is unequal and restricted access to credit by small-, medium- and micro-enterprises, workshops, young entrepreneurs without a credit history and others that prevents the realization of potentially profitable projects by non-rich individuals.

Weak labour unions and lack of consumers’ organization

An important factor driving income distribution is the appropriation of productivity gains by labour, capital and other contributing factors. This depends, among other things, on the relative power of bargaining and access to information and capacities by the different actors in the production process. Labour unions in both the private sector and the central government administration are relatively weak. There is a weak tradition of consumer associations that protect the rights of consumers against monopolistic practices that lead to income redistributions from consumers to traders and producers.

Conclusion

In 1990–2004, Chile made significant progress in shifting to a more permanent regime of low inflation and established a fiscal rule of structural surplus to avoid fiscal pressures and reduce public external debt. Growth accelerated, but is still subject to ample fluctuations and cycles of long durations, driven mainly by changes in the international economy. Currently, Chile combines a fiscal rule with a flexible exchange rate system with virtually no intervention by the central bank. The volatility of nominal and real exchange rates is high and another macro challenge on the road to stability. In addition, the domestic capital market is segmented and the lack of credit is a serious problem for small and medium producers as well as for innovators.

The combination of more accelerated average growth and more aggressive social policies since 1990 led to rapid decline in poverty from the high levels of the late 1980s at the end of the Pinochet regime, although sizeable low-income groups still live close to the poverty line and are vulnerable to adverse shocks. In fact, the poor still have a limited capacity to generate sustained income without support from the state. On the other hand, inequality of income has proved resilient to spells of prosperity and to more active, targeted social policies of the democratic administrations since 1990. Inequality seems to be reproducing a combination of strongly differentiated access by income levels and geographical location to education, health, credit and other wealth-creating assets. Moreover, the concentration in
ownership (and/or management) of productive assets in industry and commerce, banking and pension funds is also a factor that can explain income concentration in income distribution. In addition, the weak bargaining power of organized labour has reduced the share of productivity gains of the working class. We have documented that the Chilean poor have relatively large families, high dependency ratios, lower education levels and suffer a higher incidence of unemployment. As recent economic literature shows, a more progressive (egalitarian) income distribution is not only desirable on moral grounds, but can also lead to efficiency gains and broader-based growth that allows productive initiatives, projects and efforts by traditionally excluded social groups and individuals.

Our results show that the market-generated income distribution – the so-called distribution of autonomous income – has worsened for the lowest income quintile between 1990 and 2003, although the increased level and targeting of monetary transfers has ameliorated this trend. Income distribution, which has been historically regressive in Chile, has remained relatively constant in spite of the significant rise in per capita income of the Chilean economy. On average, Chilean citizens are economically better off than they were 15 years ago, but the fruits of progress are unevenly distributed. Although changes in income distribution take a long time to implement, the Chileans can gain in terms of efficiency, growth and social inclusion by seeking a more equitable income distribution.

Notes

1 The views expressed in this chapter are those of the authors and do not necessarily represent the views of the institutions to which they belong. The authors are grateful to Giovanni Andrea Cornia and other participants in the United Nations Research Institute for Social Development workshop on Pro-Poor Macroeconomics at the University of Florence on 24–5 February 2005 for the comments provided on an earlier version of this chapter.


4 The Communist Party was, along with the Socialist Party and other parties, a member of Unidad Popular, the coalition that backed the Allende government of 1970–73.

5 Arellano and Pablo (2005) provides a thorough discussion of fiscal policies in Chile, stating that, correcting for trend, there was no fiscal deficit in 1999–2003.

6 See Arellano and Pablo (2004) and Foxley (2004) for insightful analyses of the social policies in 1990–2004. Interestingly, they made no mention that income or wealth redistribution were an explicit social objective of the Concertación governments.


8 See De Gregorio and Tokman (2004).

9 Of course, monetary authorities cannot be completely oblivious to the real cycles of the economy and the effects of their own policies on the intensity and timing of these cycles. Also, as part of the accountability mechanisms, the authorities of the central bank must present a yearly report to Congress on the march of the economy.
The average annual rate of growth of Chile in 1990–2004 was 5.6 per cent, 1.2 percentage points per year higher than the average rate of growth over the last 40 years (4.4 per cent, see Table 10.1).


See Schmidt-Hebbel, Servén and Solimano (1996) for a survey on savings, investment and growth for developing countries.

An easy monetary policy does not necessarily imply more bank credit for the productive sector, particularly for small- and medium-size firms. In contrast, in Chile there seems to be an abundance of and easy access to credit to finance consumption, and to some extent for housing, but not for productive endeavours, except for well-established large firms.

This number will probably increase when 2005 is included if the forecast of near 6 per cent growth is achieved.


See the World Bank (2005) World Development Report 2005/06 devoted to equity and development, which stresses the multidimensional nature of inequality encompassing economic, institutional and political determinants.


See Pollack and Garcia (2004) for a discussion on the role of the financing sector in equity and competitiveness in Chile.

The proportion of households below the poverty line diminished from 33.3 per cent to 15.4 per cent during the same period, while the proportion of households below the indigence line diminished from 10.6 per cent to 3.9 per cent (see Table 10.5).

People working in the formal sector are identified with wage employees, employers in small, medium-sized and large enterprises in the public and private sectors and professionals and technicians (Infante and Sunkel 2004).

See Marcel and Solimano (1994) for an analysis of income distribution in Chile from the 1960s to the early 1990s.

See Solimano (2004) for an analysis of how the ‘middle class’ has been a forgotten segment in the design of social policies under the Washington Consensus in various Latin American countries.

The share of the 1st quintile within total income increased from 3 per cent (share of autonomous income before subsidies) to 3.5 per cent (share of income after subsidies) in 1990, and from 2.6 per cent to 3.8 per cent in 2000. As a result of social transfers to the poorest groups, autonomous income increased to 17 per cent during the years of economic expansion (1990–1996) and to 46 per cent during the economic contraction (1998–2000). In other words, social expenditure meant an average increase in autonomous income of households belonging to the 1st quintile during the decade.

In 1987, around 11 per cent of total subsidies were allocated to the 5th quintile, decreasing to 2.7 per cent in 2000.

For an analysis of social policies over the last 30 years in Chile, see Ffrench-Davis (2002, chapter 9).
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Macroeconomic Policy, Inequality and Poverty Reduction in Fast-Growing India and China
C. P. Chandrasekhar and Jayati Ghosh

It is now commonplace to regard China and India as the two economies in the developing world that are the ‘success stories’ of globalization, emerging as economic giants of the twenty-first century. The success is defined by the high and sustained rates of growth of aggregate and per capita national income; the absence of major financial crises that have characterized a number of other emerging markets; and substantial reductions in income poverty. These results in turn are viewed as the consequences of a combination of a ‘prudent’, yet extensive programme of global economic integration and domestic deregulation, as well as sound macroeconomic management. Consequently, the presumed success of these two countries has been used to argue the case for globalization and to indicate the potential benefits that other developing countries can reap, provided they also follow ‘sensible’ macroeconomic policies. The importance of these two countries also spills over into discussions of international inequality.¹ This makes a comparison of the nature of macroeconomic policies in India and China, and the extent to which these have been ‘pro-poor’, of particular current relevance. In this chapter, we attempt such an examination, assessing growth performance and its impact on poverty and inequality, and also specifically addressing the question of how the macro policies have contributed to observed outcomes.

It is important to note that in analysing China and India we are not actually comparing fundamentally similar economies. Although they share some superficial attributes, such as large populations covering substantial geographical areas, regional diversity, relatively high rates of growth over the recent period and so on, the institutional conditions in the two economies have been and remain very different. Since Independence India has been a traditional ‘mixed’ developing economy with significant private sector participation, and even during the period of the ‘dirigiste’ regime the emphasis was primarily on the regulation of private capital rather than actual determination of levels of production by the state. The neoliberal reforms undertaken in the phase of globalization have, however, substantially expanded the scope for private activity and reduced regulation. Essentially, macroeconomic policies in India have been designed and implemented...
in contexts similar to those existing in other capitalist economies, where involuntary unemployment is rampant and fiscal and monetary measures have to be used to stimulate effective demand.

China, by contrast, has had a very different institutional structure throughout most of this period, where the basic elements of a command economy have been much more in evidence. Even after the wide-ranging economic reforms that have taken place since 1979, state control and influence, including in the determination of macroeconomic outcomes, remains substantial. But that control is not always exercised through what are seen as standard fiscal and monetary macro-policy instruments such as fiscal and monetary contraction or changes in interest rates. Because of the significance of state-owned enterprises in the level of total production and of state agencies in total investment, the ability to influence aggregate demand has not depended only upon fiscal policy in terms of purely budgetary measures, since many ‘off-budget’ expenditures can be increased or reduced. Further, monetary policy, as it is generally understood in capitalist economies, has very little meaning in China where private financial activity is limited and state-owned banks still dominate overwhelmingly in the provision of credit.

This means that for most of the period under discussion, macroeconomic policies in China were necessarily very different and had very dissimilar implications, from those pursued in developing capitalist economies. In particular, macroeconomic adjustment in China takes the form of ‘administrative measures’, which typically involve direct restraints on investment and expenditure by regional and provincial governments and public and private corporations ensured through administrative fiat rather than the use of specific economic levers. We will argue in this chapter that the Chinese economy is currently in a phase of transition into one where more traditional ‘capitalist macroeconomics’ may be applicable in future. But China’s periodic macroeconomic imbalances and its ability to quickly ensure macroeconomic correction when it is seen to be required are related to the fact that advances in this direction are still limited and the process already reflects its own tensions and challenges.

In this chapter, we deal with the Indian and Chinese experiences in separate sections. This is followed by a comparative assessment and the drawing of some relevant policy conclusions.

**Economic growth, poverty and macroeconomic policies in India**

It is now accepted that after a period of deceleration in industrial growth during the late 1960s and 1970s, widely considered to be a period of ‘stagnation’, India moved from a path characterized by a slow 3 per cent ‘Hindu rate of growth’ to a rather more creditable growth trajectory involving GDP growth of around 5–6 per cent per annum from the early 1980s. That is, the recovery from a period when growth decelerated sharply starting in the mid-1960s began not with the ‘economic reform’ of 1991, but rather a decade earlier. However, there were a
number of weaknesses characteristic of this otherwise creditable rate of growth. First, growth was far less pronounced in the commodity-producing sectors than in the services sector. In fact, during the 1990s, the rate of growth of per capita food production in the country stood at its lowest level for decades.

Secondly, there were signs that this growth was accompanied by increased vulnerability inasmuch as it exploited the benefits for developing countries associated with the rise of international finance. Especially during the 1980s, growth was driven by debt-financed public expenditure, which was supported by debt-creating inflows from the international system. This resulted in a doubling of India’s external debt to GDP ratio and led to a crisis in 1991 when a loss of investor confidence resulted in a freeze in such flows. During the 1990s non-debt-creating inflows and remittances from migrant Indian workers abroad (particularly in the Gulf countries) helped shore up the balance of payments in a relatively stable way, yet financial liberalization has encouraged volatile capital flows that imply that vulnerability is still a problem. This vulnerability is not immediately visible because of the large inflows on the current account of remittances from non-resident workers and earnings from software and IT-enabled services exports. Further, the response of the central bank to the substantial inflows of portfolio capital involves purchasing foreign exchange to prevent excessive appreciation of the rupee, creating large holdings of foreign exchange reserves.

Finally, very recent trends in the economy suggest that performance has been far below potential. This is illustrated by the extremely poor performance of agriculture and allied sectors and the increased volatility of industrial growth over the recent period. Indeed, only the services sector shows sustained high growth rates.

Table 11.1 presents decadal compound rates of growth since the early 1950s, for Gross Domestic Product (GDP) and per capita Net National Product at constant 1993–94 prices. It is evident that real GDP growth rates increased to a higher level in the last two decades. Increases in per capita income were even more marked because of the fall in the rate of population growth.

As Table 11.2 shows, this has been associated with some amount of structural change, although perhaps not as much as might be expected. Investment rates have increased over time, which is only to be expected in a developing economy.
achieving higher rates of per capita income, but the rate of increase actually slowed down, and the last decade shows almost no change in the investment rate. Meanwhile, the share of agriculture in GDP has fallen along predictable lines in the course of development, but there has been little increase in the share of the secondary sector, which has not changed since the early 1990s. Rather, the share of the tertiary sector has increased dramatically, to the point where it now accounts for around half of national income.

Such changes in output shares were not accompanied by commensurate changes in the distribution of the workforce? The proportion of all workers engaged in agriculture as the main occupation has remained stubbornly above 60 per cent, despite the collapse in agricultural employment generation of the most recent decade and the fall in agriculture’s share of national income. It is also intriguing that the higher rates of investment of the last two decades have not generated more expansion of industry, but have instead been associated with an apparent explosion in services, that ‘catch-all’ sector of varying components.

The economic recovery of the 1980s and 1990s

In the 1980s, the escape from the growth impasse of the earlier period was enabled by the adoption of an expansionary macroeconomic policy. Public expenditure rose rapidly, more as a result of an expansion in the current expenditure of the government rather than in capital formation. Increases in government

Table 11.2 Structural change in the Indian economy (percentage of GDP)

<table>
<thead>
<tr>
<th>Period (year starting April)</th>
<th>Investment rate</th>
<th>Primary</th>
<th>Secondary</th>
<th>Tertiary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950–52</td>
<td>15.5</td>
<td>59</td>
<td>13.4</td>
<td>27.6</td>
</tr>
<tr>
<td>1960–62</td>
<td>19.4</td>
<td>53.1</td>
<td>17.3</td>
<td>29.6</td>
</tr>
<tr>
<td>1970–72</td>
<td>23.8</td>
<td>46.6</td>
<td>20.4</td>
<td>33.0</td>
</tr>
<tr>
<td>1980–82</td>
<td>22.0</td>
<td>41.3</td>
<td>21.8</td>
<td>36.9</td>
</tr>
<tr>
<td>1990–92</td>
<td>26.0</td>
<td>34.4</td>
<td>24</td>
<td>41.6</td>
</tr>
<tr>
<td>2000–02</td>
<td>26.2</td>
<td>26.1</td>
<td>24.7</td>
<td>49.2</td>
</tr>
</tbody>
</table>

Source: CSO, National Accounts Statistics, various issues.

Table 11.3 Growth rates of employment (percentage change per annum)

<table>
<thead>
<tr>
<th>Period</th>
<th>Rural</th>
<th>Urban</th>
</tr>
</thead>
<tbody>
<tr>
<td>1983 to 1987–88</td>
<td>1.36</td>
<td>2.77</td>
</tr>
<tr>
<td>1987–88 to 1993–94</td>
<td>2.03</td>
<td>3.39</td>
</tr>
<tr>
<td>1993–94 to 1999–2000</td>
<td>0.58</td>
<td>2.27</td>
</tr>
</tbody>
</table>

Note: Employment here refers to all workers, Principal Status plus Subsidiary Status.
Source: Based on NSS employment rates and Census population figures.
employment and the per capita earnings of government employees was an important element contributing to the increase in the government's current expenditure.

This increase in expenditure was not accompanied by an increase in resource mobilization by the government, resulting in three tendencies: first, a rise in the fiscal deficit to GDP ratio, especially at the centre; secondly, an increase in the revenue deficit which explained a growing share of the fiscal deficit; and, thirdly, a rise in the current account deficit in the balance of payments. The significance of the third of these needs noting. While a fiscal deficit per se is not inflationary, it can have inflationary consequences if there are major supply-side bottlenecks in the economy. Such bottlenecks were indeed a reality in India, especially in the agricultural wage goods sector. However, inasmuch as the government was in a position to import commodities and ensure domestic supplies in excess of domestic production in these areas, inflation was avoided but the trade and current account deficit tended to rise.

In addition, from the mid-1980s, the Indian government began a process of liberalization of imports of capital goods, intermediates and components. These imports, together with imported technology, permitted production of a range of goods targeted at the more affluent sections of the population. They also contributed to a widening of the trade and current account deficits that were financed by external commercial borrowing.

Thus, the fiscal stimulus to the economy provided by government spending and the growth of import-intensive consumption were financed increasingly by external commercial borrowing. One reason why the model of public sector-led expansion inherited from the 1950s and 1960s could continue for some more time without generating higher inflation was, of course, the liberalization of imports. However, despite the import liberalization from the middle of the 1980s, throughout the decade of the 1980s the capital account of the balance of payments was quite strictly controlled and the exchange rate of the rupee, rather than being market-determined, was administered to maintain some degree of stability with respect to a basket of currencies reflecting India's trade pattern.

Some role in avoiding inflation in this period was also played by the intersectoral terms of trade, as indicated in Figure 11.1. The first half of the 1970s marked a peak in terms of the relative price of agricultural goods, but after 1977, and through to about 1985, such a tendency was effectively contained and the domestic terms of trade were generally favourable for industrial expansion. In turn, this pattern of the terms of trade can be partly explained by the fact that world agricultural prices were declining over the 1980s. But what was more significant was that after 1980 growth in the Indian economy generated much less employment than before, as indicated in Table 11.3, and therefore implied much less demand for food than would have been the case with more employment-intensive expansion.

Thereafter, while intersectoral terms of trade for agriculture remained low compared to the early 1970s, from the mid-1980s onwards for about a decade Indian agriculturalists were relatively protected from the international movement of terms of trade against primary products. The liberalization of imported
manufactured goods that started from the 1980s also played a role in ensuring that terms of trade improved to some extent for agriculture. The domestic relative prices for agriculture worsened again in the late 1990s, when trade liberalization exposed farmers to declining world prices (see Chapter 1).

The 1980s experience suggests that over this period, notwithstanding the limited liberalization, Indian economic growth still depended upon the fiscal stimulus provided by government expenditure, rather than on an expansion of exports. Since such government expenditure was not accompanied by tax and related measures aimed at mobilizing additional resources, but was financed through borrowing, the excess demand in the system was bound to spill over in the form of either inflation or a current account deficit. Keeping inflation under control through imports enabled by trade liberalization in turn required more external borrowing to finance the growing current account deficit.

This strategy could be continued only as long as India had access to capital inflows. To the extent that such access tapered off, the economy would be faced with a crisis involving both inflation and balance-of-payments stringency. In the short run dealing with such a crisis would require severe import contraction and resort to conditional borrowing, which would be recessionary and have extremely adverse implications for the level of poverty incidence and the pace of poverty reduction. To avoid this, the government would have had to mobilize through taxation the resources necessary to finance its expenditures. Needless to say, such taxation if it is to be pro-poor in character must consist of direct taxes on the rich and/or indirect taxes on non-essential consumption (see Chapter 2). Overall, a reliance on foreign finance as a substitute for domestic resource mobilization, especially in a context of low and even declining tax–GDP ratios, cannot be part of a pro-poor growth strategy.

---

**Figure 11.1** Terms of trade (by GDP price deflators)

*Source: CSO, National Accounts Statistics, various issues.*
Does this imply that the macroeconomic stance of the 1980s, while stimulating growth in the short run, was not effective from the point of view of poverty reduction? It does not, inasmuch as public expenditure generated employment and incomes that helped reduce poverty. Figure 11.2 indicates that the period 1975 to 1986 was one characterized by very large increases in the share relative to GDP of total government expenditure (minus interest payments from which it is assumed that the marginal propensity to consume is low). This was clearly the basis for the high growth rates observed in the 1980s, since the positive effects of such expenditure operate immediately as well as with a time lag.

The effects of state expenditure were particularly marked in rural India in the second half of the 1980s. This was a period when, along with a rapid increase in all sorts of subsidies and transfers to households from government, there was a very large increase in expenditure on the rural sector by both state and central governments. This flow of resources involved an expansion of ‘rural development’ schemes with an explicit redistributive concern, as well as the greater accessibility of the rural elites to the varied benefits of aggregate government expenditure. While the various rural development programmes did not always reach target groups, they still represented a fairly massive net transfer to rural areas. This was instrumental in causing the rural employment diversification of that period as well as allowing for a greater spread of economic growth in the country than has been achieved subsequently.

Figure 11.2 suggests that this positive fiscal stimulus declined after 1986. During the 1990s, the proportion of state expenditure to GDP decreased. But since economic liberalization measures such as reduced import tariffs and domestic duty rates caused the total tax–GDP ratio to decline (see Figure 11.3), the ratio of the fiscal deficit to GDP still remained high despite the lower absolute fiscal stimulus. Further, in the early 1990s, financial liberalization measures significantly increased the cost of government borrowing, such that total interest payments of
central and state governments became ever more significant, accounting for as much 7.3 per cent of GDP on average by the turn of the decade.

In sum, while during the 1980s the macroeconomic situation was characterized by an expansionary fiscal stance of the government facilitated by foreign borrowing to finance larger deficits, the 1990s saw a transition to a deflationary fiscal stance, even if in some years the fiscal deficit appeared to be high relative to GDP. This had significant implications for poverty reduction. It implied that the flow of investment funds to rural areas declined, that the emphasis on employment generation programmes in rural areas was reduced and that social expenditures and subsidies had to bear a part of the burden of adjustment involving reduced revenue generation because of tariff reductions and tax concessions aimed at stimulating private investment.

The question that arises is: what allowed the rate of growth in the period after the mid-1980s to be maintained despite the apparent decline in the fiscal impetus after 1986? First, while fiscal expansionism was checked, government expenditure was still quite significant – above 26 per cent of GDP – until around 1993. Thereafter, there was a brief period in the mid-1990s when high growth was partly the result of the ‘once-for-all’ spurt provided by import liberalization, as indicated by the spurt in private investment in the mid-1990s (see Figure 11.4). Private investment as a share of GDP reached a peak in 1995, and thereafter stabilized at around 16 per cent of GDP. Meanwhile, the fiscal stimulus, which had been falling continuously, started increasing again around 1998, although it still remained below the levels of the early 1980s. The tapering off of growth in the latter part of the 1990s (from a compound rate of 5.8 per cent per annum in the period 1989–91 to 1995–97 to a lower compound rate of 4.6 per cent in the period 1995–97 to 2000–02) should be seen in this context. What this essentially shows is that the Indian economy remains critically dependent upon state expenditure to ensure growth, despite the periodic stimuli provided by liberalization, exports and so on.
Economic reforms in the 1990s

The explicit aims of the neoliberal economic reform process adopted from 1991 onwards were: (i) to do away with or substantially reduce controls on capacity creation, production and prices, and let market forces influence the investment and operational decisions of domestic and foreign economic agents within the domestic tariff area; (ii) to allow international competition and therefore international relative prices to influence economic decisions; (iii) to reduce the presence of state agencies in production and trade; and (iv) to liberalize the financial sector by reducing controls on the banking system, allowing for the proliferation of financial institutions and instruments and permitting foreign entry into the financial sector. These were all based on the notion that greater freedom given to private agents and market functioning would ensure more efficient and more dynamic outcomes. The government’s aim was also to restructure production towards areas of international ‘comparative advantage’ (defined in static rather than dynamic terms). These areas were seen as inherently more labour-intensive, which led to the further prediction that, after an initial brief period of net job loss, such a strategy of trade liberalization would actually create more employment over time in more sustainable ways.

These aims translated into successive changes in the pattern of regulation in different sectors as well as in aggregate macroeconomic policies. By the early years of the current century, therefore, the Indian economy had undergone the following policy changes:

- a reduction in direct state control in terms of administered prices and regulation of economic activity;
- the privatization of state assets, often in controversial circumstances;
- the rationalization and reduction of direct and indirect tax rates, which became associated with declining tax–GDP ratios;

Figure 11.4 Investment as percentage of GDP

Source: CSO, National Accounts Statistics, various issues.
• attempts to reduce fiscal deficits which usually involved reducing on public productive investment as well as certain types of social expenditure, reducing subsidies to farmers and increasing user charges for public services and utilities;
• trade liberalization, involving shifts from quantitative restrictions to tariffs and typically sharp reductions in the average rate of tariff protection, as well as withdrawal of export subsidies;
• financial liberalization involving reductions in directed credit, freeing of interest rate ceilings and other measures which raised the real cost of borrowing, including for the government;
• shift to market-determined exchange rates and liberalization of current account transactions;
• some capital account liberalization, including the easing of rules for foreign direct investment, permission for non-residents to hold domestic financial assets, easier access to foreign commercial borrowing by domestic firms, and, later, even freedom for domestic residents to hold limited foreign assets.

There was one area in which the reforms in India during most of the period were more cautious when compared with many other developing countries: capital account liberalization (see Chapter 5 of this volume). While there were certainly some changes in this area – primarily in terms of easing the rules for foreign direct investment (FDI) and allowing foreign portfolio investment – external financial liberalization was still relatively limited, and this meant that the Indian economy was not subject to sharp and potentially destabilizing flows of capital, either inflows or outflows, over this period. Further, the Indian economy was not really chosen to be a favourite of international financial markets until the very recent period from 2002. Meanwhile, greater stability was imparted to the balance of payments by the substantial inflows of workers’ remittances from temporary migrant workers in the Gulf and other regions, which amounted to more than all forms of capital inflow put together and ensured that the current account was characterized by either low deficits or even surpluses in most years.

It has already been observed that the transition to a higher economic growth trajectory was associated in the 1980s with the fiscal stimulus provided by the state in a context of import liberalization. In the 1990s, this fiscal stimulus was much weaker, declining in the first part of the decade and only increasing somewhat from 1997 onwards (see Figure 11.2). The growth performance was more uneven, with deceleration in agricultural output growth and fluctuating performance in manufacturing. Since the 1990s liberalization was not accompanied by any new dynamism in the commodity-producing sectors of the economy, the expansion of services proved to be crucial over this later period.

Despite the weakened fiscal stimulus, both in terms of public investment and aggregate expenditure, the role of the state remained crucial, since it was the state that determined the contours of tax reductions, deregulation and other policies that allowed for economic growth based on the demands of a relatively small and dominantly urban section of the population. The explosion in the consumption of the upper quintile of the population (discussed below and shown in Figure 11.5)
that fed this growth that involved increased inequality, both across regions of India and within regions across different economic and social categories. There was also a widening gap between incomes in agriculture and non-agriculture, such that the ratio of per worker domestic product in non-agriculture to that in agriculture increased from about 2 in the 1950s to well over 4 in the 1990s.

**Trends in income inequality and poverty in India**

One consequence of the pattern of growth during the 1990s was a very low rate of employment generation. Rural employment in the period 1993–94 to 1999–2000 grew at the very low annual rate of less than 0.6 per cent per annum, well below the rate of growth of rural population. Urban employment growth, at 2.3 per cent per annum, was also well below that recorded in earlier periods, and formal employment stagnated. There was a dramatic deceleration in employment defined in terms of the number of main workers, with greater increases in the number of ‘marginal workers’ (that is, those having employment for less than 183 days in the year). Further, the quality of employment deteriorated, with increases in casual and part-time work rather than regular, as well as greater fragility of contracts.

Agricultural employment showed the sharpest deceleration of all, with absolute declines in the number of people usually employed in agriculture over the 1990s. Part of this was due to technological and cropping pattern changes that reduced labour demand in agriculture. In addition, the growing land alienation by the peasantry (as cultivation became less viable given the squeeze on the peasantry because of rising input costs and falling or stagnant crop prices) also had an impact, since peasants using family labour tend to use labour more intensively than farmers using hired labour.

For urban India, the deceleration and even decline in organized sector employment was one of the more disturbing features of the period after 1990, especially...
given that industrial output increased manifold and the service sector (in which much organized employment was based) was the most dynamic element in national income growth. This was due to the decline in public sector employment, which was not compensated by the increase in private organized sector employment. Further, several ‘economic reform’ measures – such as trade liberalization, the reduction of credit allocation to the priority sector and the removal of various forms of support – worked against the interests of most small producers, who accounted for not only the most labour-intensive forms of urban production but also the dominant part of urban manufacturing employment.

Inadequate employment growth obviously implies that the process could not have been pro-poor in practice. There is a lively debate among economists about whether or not income and consumption inequalities have increased in India in the post-reform period. Most studies have used various rounds of NSS consumption expenditure survey statistics for calculating per capita incomes and Gini coefficients. As regards inequality, it is well known that the NSS surveys with a relatively low lower bound for its highest expenditure range, does not capture upper-income group consumption adequately. With regard to poverty estimates, there is a well-known problem about the lack of comparability of NSS statistics between the quinquennial large-sample consumption survey for 1999–2000 (55th Round) and the earlier ones. According to Sen and Himanshu (2005), this has lowered the measured rural poverty in India by almost 50 million. As a consequence, rural inequality measures have also been affected.

Revised estimates of rural inequality have been calculated by Deaton and Dreze (2002), Sundaram and Tendulkar (2003a, b) and Sen and Himanshu (2005). The general observation of these studies is that although unadjusted data show inequality has reduced between rounds 50 and 55, if one uses the adjusted (comparable) data, then it shows that rural inequality has in fact risen in India between 1993–94 (50th Round) and 1999–2000 (55th Round). Striking evidence about increased inequality in India in the post-reform period comes from Sen and Himanshu (2005). Based on indices of real mean per capita expenditure (MPCE) on uniform reference period (URP) basis by fractile groups, they show that whereas the consumption level of the upper tail of the population, including the top 20 per cent of the rural population, has risen remarkably during the 1990s, the bottom 80 per cent of the rural population have suffered during this period (see Figure 11.5). This graph clearly shows that the income/consumption disparity between the rich and poor and between urban and rural India has increased during the 1990s.

Deaton and Dreze (2002) find both increased rural–urban inequality in per capita expenditure at an all-India level and greater rural–urban inequalities within states between 1993–94 and 1999–2000. Sen and Himanshu (2005) also find that state-wise rural and urban Gini coefficients, adjusted for changes in estimates, increased for a majority of states between 1993–94 and 1999–2000. For all-India, the rural Gini increased from 25.8 to 26.3 and the urban Gini increased from 31.9 to 34.8.

Estimates of the extent of poverty are similarly affected by attempts to make the various NSS surveys compatible. Table 11.4 indicates the differences in estimates that can result from using even slightly different methodologies to interpret the
same survey data. However, it does also suggest that while the incidence of headcount poverty had been declining from the mid-1970s to 1990, subsequently that decline has been slowed or halted. This suggests that greater inequality is clearly one major reason why India has not made more progress in reducing poverty.

**Agricultural growth, non-agricultural activity and poverty**

The proximate role of inequality in worsening poverty or limiting gains in terms of poverty reduction has conventionally been situated in arguments that point to a complex combination of influences on rural poverty in particular. The early literature focused on two kinds of variables: movements in agricultural production or productivity, and movements in prices (such as of food) that may impact, either directly or indirectly, on real income and poverty. Even though movements in agricultural production would obviously impact on poverty, the significance of that impact would depend upon whether agricultural growth is accompanied by an increase in inequality or whether there is a simultaneous increase in sources of non-agricultural income in the rural areas.

As for prices, the relevant variable is not the nominal price level of food, but the relative price of food and the rate of increase of nominal food prices. A faster rate of increase of agricultural prices can have two contradictory effects on poverty. First, to the extent that agricultural growth is stimulated by a shift in terms of trade in favour of agriculture, and assuming that inequality does not increase, the rise in agricultural prices would contribute to some extent to a reduction in rural poverty. Secondly, since a large part of the rural population consists of agricultural labourers, small farmers and non-farm workers, who are all net purchasers of food, a sharp increase in the price of food would squeeze real incomes and worsen poverty.

If inequality is increasing, we should expect that the effect of any increase in per capita agricultural output on poverty would be weaker. However, there have been a number of experiences to the contrary. In India, for example, the Green Revolution of the 1970s and 1980s, while leading to some increases in agricultural output per capita, was characterized by some increase in concentration of operated

---

**Table 11.4 Trends in poverty (percentage of population below poverty line)**

<table>
<thead>
<tr>
<th></th>
<th>Urban</th>
<th>Rural</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planning</td>
<td>Method 1</td>
</tr>
<tr>
<td></td>
<td>commission</td>
<td></td>
</tr>
<tr>
<td>estimate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977–78</td>
<td>45.2</td>
<td>45.2</td>
</tr>
<tr>
<td>1983</td>
<td>40.8</td>
<td>40.8</td>
</tr>
<tr>
<td>1987–88</td>
<td>38.2</td>
<td>38.2</td>
</tr>
<tr>
<td>1993–94</td>
<td>32.4</td>
<td>32.6</td>
</tr>
<tr>
<td>1999–2000</td>
<td>23.6</td>
<td>24.8</td>
</tr>
</tbody>
</table>

*Note: Method 1 refers to the earlier pattern of questioning with 30-day and 365-day reference periods, while Method 2 refers to the new pattern with 7-day questions also added, as well as different reference periods for particular commodities.

*Source: Economic Survey, GOI and Abhijit Sen and Himanshu (2005).*
area and marketed surpluses, as well as a substantial increases in regional inequalities in agricultural production. Yet the incidence of poverty during these years was declining significantly, forcing researchers to look to other factors that could explain the decline in rural income poverty.

This decline was all the more surprising because evidence indicated that the output increases during the Green Revolution years and later were accompanied by a decline in the output elasticity of the demand for labour in agriculture. There seemed to be one factor that was neutralizing the effect of these trends, viz. a rise in agricultural wages, which was then seen as an important influence on poverty. But why were real agricultural wages rising if employment in agriculture was inadequately responsive to agricultural growth? The empirical answer seemed to lie substantially in an increase in rural non-agricultural employment. Over the 15-year period from 1972–73 and 1987–88, the share of rural male non-agricultural employment in total rural male employment rose by 9 percentage points and that of female non-agricultural employment in total rural female employment by 5 percentage points. This seemed to make the growth of rural non-farm activities and rural non-farm employment an important cause for reduction in rural poverty – a conclusion supported by experience in other countries, especially China. Further, the subsequent deceleration of poverty reduction, especially in rural India, in the later period, can be related to the stagnation of rural employment opportunities in the 1990s.

There are some important inferences that can be drawn from this brief survey of the literature. It is clear that in India, macro policies have not contributed to a substantial reduction in poverty in the recent past, because of the negative effects of such policies upon relative prices of food and employment generation. Poverty reduction has been predicated on the following: (i) a relatively egalitarian path of growth; (ii) increases in agricultural productivity that help to raise wages and keep food prices under control; (iii) the expansion of non-agricultural employment, including in rural areas; and (iv) direct public action in the form of poverty eradication programmes aimed at generating productive employment for the poor. The process of fairly continuous poverty reduction from the late 1970s to the early 1990s hinged upon a combination of a certain pattern growth with expansion in rural non-agricultural employment led by public expenditure increases. The subsequent slowdown in the pace of poverty reduction has been associated with macro policies that have adversely affected employment generation, especially rural employment generation, possibly worsened inequality in consumption and contributed to an increase in the relative price of food. However, since policies of reform did not go far enough to embroil India in the financial crises of the late 1990s, the slow pace of poverty reduction was not capped by a sharp increase in the incidence of poverty over a relatively short span during a crisis, as did occur in many East Asian countries.

Economic growth, poverty and macroeconomic policies in China

Macroeconomic policy discussions rarely incorporate any recognition that the institutional structure of the system influences economic outcomes. This is partly because conventional macroeconomic discussions are principally concerned with
market economies, which, from a Keynesian, structuralist or Marxist point of view, are demand-constrained systems. This obviously renders discussions of macroeconomic policy in centrally planned economies, which in ideal form are supply-constrained systems, *sui generis*. This is substantially true of China, prior to the launch of economic reforms in 1978. Even after 1978, macroeconomic mechanisms differed substantially from those in predominantly market-driven economies. These differences relate to the availability of monetary or fiscal levers of the kind available in market economies, the nature of the institutionally determined transmission mechanisms and the outcomes of what appear to be similar policies.

Because of the nature of state control over monetary institutions and the use of non-fiscal levers to manage the economy, a role for autonomous macroeconomic tendencies in China is relatively recent. Before the 1978 reforms, the financial system of China was vastly different from that in most countries. From 1951, banks and other financial institutions had been taken over by the state and assimilated into a system dominated by the People’s Bank of China (PBC). Until 1984 this system essentially implemented the cash and credit plans formulated by the central authorities, which supported the physical plan for the mobilization, allocation and utilization of real resources. All public sector transactions, including those between various levels of government and the state enterprises, were through transfers on their accounts with the PBC. These account transfers at the PBC accounted for an overwhelming share (of up to 95 per cent) of all transactions.

Moreover, cash (to serve the needs of households and non-state-owned enterprises) was printed and issued by the PBC on demand by the central government and allocated according to instructions issued. The main elements of money in circulation were wage payments to workers and staff, the purchase of agricultural products by the government, other purchases of goods in the rural sector, and the withdrawing of savings deposits by individuals. The banking system was not responsible for provision of resources for fixed asset investments by the state-owned enterprises (SOEs) and for much of their working capital requirements, which were made available free of charge by the Ministry of Finance. The banking system was merely responsible for providing additional working capital and some loans, for accepting deposits from households and other non-government entities and for settlement of transactions.

So there was little role for monetary policy prior to reform. Credit provision was centralized and strictly controlled, with enterprises and other economic entities receiving grants and loans directly from the PBC. Bank branches had to merely meet credit targets. And lower-level banking entities had to hand over deposits that exceeded their credit provision targets to higher-level units. If the government felt the need for restricting economic activity, it did so directly through administrative means rather than using levers of monetary policy. To manage the supply of cash and its utilization, the central authorities could adjust (administered) prices relative to money wages (using a turnover tax if necessary). However, since the objective was to keep prices mostly stable, excess cash in circulation was absorbed through rationing, when commodity supplies fell short of demand, and by encouraging savings.
Despite the government’s complete control over the creation of money, fiscal policy, in the sense of using deficit-financed expenditures to prime the economy, does not appear to have been a major thrust of the government. As Figure 11.6 shows, even though deficits have been recorded on the budget in the early reform years, until the late 1980s these have rarely exceeded one per cent of GDP. It is only in recent years that the government has started resorting to expansionary fiscal policies to stimulate recovery or growth.

Finally, with both prices and imports controlled by the government, any excess of demand over supply did not spill over in the form of inflation or a current account deficit, but was dealt with through rationing. This implied the enforced realization of a certain level of household financial savings in keeping with the physical plan. On the other hand, any excess of supply over demand in particular sectors resulted in the accumulation of inventories the holding of which was financed by the government and the banking system.

**The effects of reform**

The process of reform has resulted in a gradual change in all elements of this system. To begin with, financial reform has created a situation in which banks, financial institutions and enterprises at provincial and local levels have more flexibility in providing and accessing loans, so the ability of the government to control sharp increases in investment and consumption has been to an extent reduced. Second, faced with the inadequacy of monetary levers, the government has quite recently attempted to use counter-cyclical fiscal policy to correct for recessionary or inflationary tendencies. Third, price reform has meant that a
A growing number of commodities have been removed from the administered price category, so that excess demand can lead to inflation. Fourth, trade policy reform has meant that excess demand can spill over onto the balance of payments in the form of a reduced current account surplus or a current account deficit.

In the early phases of the economic reforms, along with price reform, certain significant changes were also made in the financial field. In 1979, the government declared its intention to reduce the share of investment funds for enterprises granted exclusively from the cost-free state budget, and to gradually replace budgetary grants with bank loans which were subject to interest charges. This did result in major changes in the financing of investment. The share of budgetary appropriations in financing capital construction declined dramatically and that of loans and self-raised funds increased quite significantly (see Table 11.5).

A two-tiered banking system was established in 1984 by the conversion of the PBC into the country’s central bank and getting the specialized banks to undertake the commercial banking business. Furthermore, in 1986, reform of the non-bank financial sector resulted in the creation of a number of trust and investment companies, and financial intermediaries such as leasing companies, pension funds and insurance companies. Subsequently, foreign banks were allowed to undertake business for the first time. However, even under the new arrangement it was in

<table>
<thead>
<tr>
<th>Year</th>
<th>State budgetary appropriations</th>
<th>Domestic loans</th>
<th>Foreign investment</th>
<th>Fund-raising</th>
<th>Central others</th>
<th>Government projects</th>
<th>Local projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978</td>
<td>77.7</td>
<td>5.6</td>
<td>16.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td>53.7</td>
<td>7.4</td>
<td>9.6</td>
<td>29.3</td>
<td>0.0</td>
<td>52.4</td>
<td>47.6</td>
</tr>
<tr>
<td>1985</td>
<td>35.5</td>
<td>17.5</td>
<td>6.8</td>
<td>31.6</td>
<td>8.5</td>
<td>53.5</td>
<td>46.5</td>
</tr>
<tr>
<td>1989</td>
<td>20.8</td>
<td>18.9</td>
<td>14.3</td>
<td>31.9</td>
<td>14.1</td>
<td>54.0</td>
<td>46.0</td>
</tr>
<tr>
<td>1990</td>
<td>21.3</td>
<td>22.2</td>
<td>13.2</td>
<td>31.1</td>
<td>12.2</td>
<td>53.9</td>
<td>46.1</td>
</tr>
<tr>
<td>1991</td>
<td>16.5</td>
<td>24.9</td>
<td>11.3</td>
<td>35.3</td>
<td>12.0</td>
<td>50.1</td>
<td>49.9</td>
</tr>
<tr>
<td>1992</td>
<td>10.2</td>
<td>27.6</td>
<td>11.1</td>
<td>41.3</td>
<td>9.8</td>
<td>44.5</td>
<td>55.5</td>
</tr>
<tr>
<td>1993</td>
<td>9.2</td>
<td>23.8</td>
<td>9.7</td>
<td>42.4</td>
<td>14.9</td>
<td>39.8</td>
<td>60.2</td>
</tr>
<tr>
<td>1994</td>
<td>6.8</td>
<td>24.9</td>
<td>14.3</td>
<td>44.3</td>
<td>9.7</td>
<td>37.8</td>
<td>62.2</td>
</tr>
<tr>
<td>1995</td>
<td>6.8</td>
<td>22.7</td>
<td>14.6</td>
<td>43.1</td>
<td>12.9</td>
<td>40.1</td>
<td>59.9</td>
</tr>
<tr>
<td>1996</td>
<td>6.1</td>
<td>22.7</td>
<td>14.5</td>
<td>44.2</td>
<td>12.5</td>
<td>39.2</td>
<td>60.8</td>
</tr>
<tr>
<td>1997</td>
<td>5.9</td>
<td>23.1</td>
<td>13.9</td>
<td>45.6</td>
<td>11.4</td>
<td>38.9</td>
<td>61.1</td>
</tr>
<tr>
<td>1998</td>
<td>8.8</td>
<td>24.2</td>
<td>12.4</td>
<td>41.9</td>
<td>12.6</td>
<td>34.6</td>
<td>65.4</td>
</tr>
<tr>
<td>1999</td>
<td>12.5</td>
<td>25.1</td>
<td>9.0</td>
<td>41.0</td>
<td>12.4</td>
<td>32.5</td>
<td>67.5</td>
</tr>
<tr>
<td>2000</td>
<td>12.6</td>
<td>28.3</td>
<td>6.7</td>
<td>41.3</td>
<td>11.0</td>
<td>32.0</td>
<td>68.0</td>
</tr>
<tr>
<td>2001</td>
<td>14.4</td>
<td>25.5</td>
<td>6.3</td>
<td>43.7</td>
<td>10.1</td>
<td>29.7</td>
<td>70.3</td>
</tr>
<tr>
<td>2002</td>
<td>14.7</td>
<td>25.6</td>
<td>6.0</td>
<td>44.5</td>
<td>9.2</td>
<td>25.6</td>
<td>74.4</td>
</tr>
<tr>
<td>2003</td>
<td>9.2</td>
<td>26.9</td>
<td>5.4</td>
<td>49.3</td>
<td>9.1</td>
<td>18.1</td>
<td>81.9</td>
</tr>
</tbody>
</table>

principle possible for the PBC to rein in overdrafts being run by these banks and to prevent them from exceeding loan limits or quotas. In addition, the PBC could now control the terms of its lending by charging lower rates of interest for loans within the credit plan and penalizing unauthorized borrowing. Thus the ability of the PBC to realize its credit plan was strengthened by the reform.

However, with a greater degree of decentralization of financial activity and the ability of local officials to influence provincial and local appointments in the banks, it was possible for provincial and local government to easily obtain finance for special projects, thereby adding another element to the investment hunger determined by soft budget constraints in the SOE sector. Over time this problem has only worsened, with an increase in number of financial entities, a change in property rights in the financial sector and a far greater degree of functional autonomy. In the process the capacity of the central bank to use monetary levers to control investment expenditures has been weakened.

Macroeconomic trends since the reform

China’s spectacular growth performance – an annual trend rate of growth of GDP of 9.8 per cent during the quarter century ending 2003 – is shown in Figure 11.7. This is most fundamentally a reflection of the high investment rates that have characterized the economy during this period. As Figure 11.8 shows, capital formation as a share of GDP has been very high by international standards, varying between 32 per cent and 44 per cent of GDP. Rates of growth of GDP have been strongly associated with investment rates, which is only to be expected, but there has also been substantial volatility in both of these indicators, around an increasing trend.
The question then becomes, what explains this pattern of volatile but generally high rates of investment? It is evident that the stop–go cycles that characterize investment reflect the broader macroeconomic policy of adjusting domestic investment (and indeed consumption demand) to price changes. Macroeconomic policy generally – and therefore aggregate investment, which continued to be substantially influenced by government decisions given the nature of the economy – appears to have been strongly responsive to the inflation rate. Figure 11.9 indicates the extent to which higher investment rates have caused high inflation in the subsequent period, thereby leading to cutbacks in investment.

However, as has been noted, these fluctuations occurred in a context of generally very high rates of investment. It is notable that, despite volatility, the investment rate of the economy increased from 34.5 per cent of GDP for the three-year period at the start of the ‘economic reforms’ (1979–81) to 39.8 per cent for the three-year period 2001–03. Most recent data indicate that the investment rate in China is currently above 40 per cent. These imply rates of domestic saving which are exceptional not only by international standards, but more particularly for an economy at China’s level of per capita GDP. Such high rates of domestic saving in turn imply a suppression of domestic consumption out of incremental income, which reflects a combination of the sheer rapidity of the growth itself, as well as evident spatial inequalities.

It may be argued that domestic savings has been less significant than foreign savings, and in particular FDI, in allowing for such high rates of investment.

Figure 11.8  Investment rate and rate of growth of GDP

Figure 11.9  Investment rate and inflation rate

Figure 11.10  Trend rates of growth of GDP: sub-periods
This is particularly so because of the emergence of China as the second largest recipient (and the largest in the developing world) of FDI, which has increased from near zero in the early 1980s to more than $50 billion in recent years on average. However, in fact China’s dependence upon external capital for financing investment has been relatively low, especially when compared to other developing countries. At its peak, the ratio of foreign capital inflow to GDP was 8 per cent in 1994, and thereafter has hovered around 5 per cent. Furthermore, the large inflows of the past few years have not contributed to domestic investment, macroeconomically speaking, since they have been associated with even higher domestic savings rates and the consequent build-up of foreign exchange reserves.

There has been some noticeable deceleration of growth in the primary sector during the periods 1980–1990 and 1991–2003 (see Figure 11.10), and also to some extent in the services sector (see Table 11.9). The secondary sector, in particular industrial production, has been crucial to the consistently good growth performance. This structure of growth is of relevance because, despite the overall high trend rate of growth, discussions on the need to manage bouts of deflation or ‘overheating’ recur periodically in Chinese economic discussions. As evident from Figure 11.11, since 1979, the Chinese economy has been through a series of cycles defined by movements in retail prices and output.

Monetary policy, though important, was limited in its role in mediating these cycles. In the increasingly liberalized financial environment, the PBC encountered difficulties in enforcing quantitative credit controls, leading to signs of ‘overheating’ and accelerated inflation when demand was buoyant. Though occasionally in the

![Figure 11.11 Annual rates of GDP growth and inflation](source: China Statistical Yearbook, 2000 and 2004. Beijing: China Statistical Press.)
1980s and once in the 1990s, the exchange rate was devalued, this instrument was also used rather sparingly. Thus elements of monetary policy were combined with a range of ‘administrative measures’. For example, in the middle of 1993, policy measures to deal with inflation involved the recall of unauthorized loans extended by specialized banks to enterprises and non-bank financial institutions. Interest rates were raised and the returns on long-term deposits were pegged to inflation to encourage the public to hold more illiquid savings deposits. Administrative orders were also issued to restrain construction works and investment in real estate and property development.

However, around 1997 the Chinese government did change course, shifting to an expansionary monetary environment. This involved: eliminating ceilings on commercial bank lending; reducing excess reserve requirements; and reducing interest rates on central bank refinance to commercial banks, on deposits with commercial banks and on loans provided by commercial banks. However, the evidence seemed to be that this was inadequate to stimulate the economy. This was partly because the earlier process of stabilization merged with the recession induced by the East Asian currency crisis in 1997, which saw a collapse in export growth, capital flows and some currencies. Hence, 1998 proved to be one of the most difficult years of the 1990s. Due to the global recession, China’s export growth fell in late 1997 and it deteriorated further in 1998. In the event China experienced a tendency it had not encountered before: that of deflation.

By this time, China was grappling with another problem: the dramatic upsurge of foreign exchange inflows fuelled a strong expansion of reserve money. This, combined with the continuous expansion of domestic credit, made control of the money supply extremely difficult. The ineffectiveness of monetary policy during the late 1990s downturn can be attributed to a number of changes in the financial and monetary sphere. First, with capital flows being autonomous and export growth becoming a crucial component of the growth process, foreign reserves are ‘autonomously’ determined, making it difficult for the central bank to control money supply. While the PBC initially attempted to deal with the problem through sterilization involving the sale of government securities, that became increasingly unviable as the central banks’ holding of securities declined.

The second cause for the breakdown of monetary policy is that deregulation and the decentralization of banking control have meant that provincial and local governments are able to easily influence banks to provide them with credit based on their own deposits. Higher interest rates do not affect these borrowers, because they do not face conventional budget constraints. On the reverse side, in times of deflation, it is extremely difficult to get banks to lend to SOEs in difficulty. Chinese banks have accumulated a huge amount of non-performing loans (NPLs), and the government has tightened the regulation and supervision of their lending activities. Heavy penalties are being imposed on bank managers who are responsible for the creation of new NPLs. As a result, commercial banks have become much more concerned about loan safety than profitability. Banks are very reluctant to lend to most enterprises, because of the risks.
Firms are also reluctant to take on debt during a downturn. Owing to structural problems, such as low profitability, lack of exit mechanisms and high debt–equity ratios, enterprises are not responsive to the easier access to bank credits and lower interest rates offered during a deflation. Thus, the relaxation in monetary policy after 1997 failed in some areas to lead to increases in investment demand. Instead, the capital market tended to absorb the increased liquidity.

In China, the transition from a controlled to a more decentralized monetary system has implied a relatively lax monetary policy. This has resulted in a situation where local government functionaries, who influence the appointment of banking and other functionaries at the local level, are easily able to access funds for their projects. More recently, the decision to maintain a pegged exchange rate while liberalizing the capital flows into and out of the country, has forced the central bank to buy dollars by selling yuan (RMB) so as to pre-empt any appreciation of the currency. The increase in the foreign exchange assets of the central bank this implies is not easily sterilized, since the government has almost exhausted its holding of government securities because of past sales aimed at sterilizing the capital flows that lead to reserve accumulation. As a result, the high-powered money base of the central bank has expanded and the Chinese economy has been characterized by an easy money situation that makes available the funds that finance sometimes unwarranted capital construction projects.

With growing evidence that monetary policy was proving increasingly ineffective because of changes in financial structures, the government turned to fiscal policy as a means of macroeconomic control that accompanied the so-called ‘administrative measures’. During the 1980s and up to the first half of the 1990s, the role of the government budget in macroeconomic management was very limited, because of the dramatic fall in the proportion of GDP which comprised the government’s budget, and because of other institutional constraints. For example, implementation of the enterprise contract responsibility system in the 1980s virtually deprived the government of any flexibility to use expenditure and taxes to influence macroeconomic activities. Consequently, monetary policy assumed a dominant role in macroeconomic management in China during this period. However, since the middle of 1998, due to the impotence of monetary policy, fiscal policy has replaced monetary policy as a more active instrument in China’s macroeconomic management, aimed at getting rid of deflation.

The Chinese government also retained very substantial control over trade policy despite the various measures towards trade liberalization undertaken from the early 1990s. A substantial proportion of trade volumes remained under administrative authority, either through trade restrictions, including quota controls and fairly high tariffs, or indirectly because SOE accounted for more than half of all trade. The asymmetric liberalization not only allowed the Chinese government to retain control over macroeconomic processes more systematically than was possible in India, but also had implications for employment and therefore poverty. Unlike India (and many other developing countries over the same period), where the employment benefits of export expansion were outweighed by the
employment losses in import-competing activities, in China almost all of the
increases in export employment were net increases in employment until the turn
of the century. The mercantilist emphasis on net export expansion therefore
allowed for more employment generation than would have been possible
otherwise.

However, the crucial role of the government in spurring expansionary bouts and
contractionary spells in the process of sustaining a high trend rate of growth is
explained in part by the composition of fixed assets formation. As Table 11.6
shows, productive investment captured by the components ‘capital construction’
and ‘innovation’ account for significant shares of fixed assets formation. (Capital
construction refers to the new construction projects or extension projects of enter-
prises, institutions or administrative units mainly for the purpose of expanding
production capacity or improving project efficiency. Innovation refers in general
to the technological improvement of original facilities, including renewal of fixed
assets, by the enterprises and institutions.)

However, what is interesting is the high share of real estate development in the
total. This item includes real estate development by central and local government
bodies as well as investment in residential construction. The former includes
investment by local government bodies in economic development zones and what
have come to be referred to as ‘image projects’ launched by local leaders to
enhance their public stature. The latter includes a substantial amount of private
residential construction that is underway, especially in urban China, in the wake
of relaxation of laws governing residential property ownership. The relaxation of
residential property ownership rules resulted in the conversion of savings
accumulated in the past into investment in residential property. This spurt,
together with the high degree of volatility of local government development
expenditures, has made real estate development the most volatile part of fixed
assets formation.

This kind of volatility is partly facilitated by the manner in which capital
formation is financed in China. Budgetary appropriations and foreign investment
account for small shares of between 4.4 and 7 per cent of total fixed assets
formation in 2002 and 2003. The major finance comes from three sources, all of
which involve a substantial degree of borrowing. Domestic loans refer to loans of
various forms borrowed by investing units from banks and non-bank financial
institutions. ‘Raised’ funds refer to extra-budgetary funds for investment in fixed

<table>
<thead>
<tr>
<th></th>
<th>2002</th>
<th>2003</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real estate...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

assets received by investing units from central government ministries, local
governments, enterprises and institutions. And ‘other funds’ refers to funds for
investment in fixed assets received from sources other than those listed above,
including capital raised through issuing bonds by enterprises or financial institu-
tions, funds raised from individuals, and funds transferred from other units. All of
these involve some degree of direct or off-budget borrowing.

The importance of expenditures of this kind financed in this fashion becomes
clear when we realize that the fiscal stimulus for growth in China is limited. Fiscal
revenues in 2000 stood at just 15 per cent of GDP, and it is the growing desire
of the centre to control expenditures that is seeing an increase in that ratio to
20 per cent by 2004. But even of these expenditures a considerable share goes to
current expenditures rather than capital formation. This is illustrated by the priori-
ties for fiscal policy set by the government for 2004, which include expenditures that
support the rural sector; education, health and science and technology; transfers to
poor provinces; tax reforms; and wages and salary expenditures of government.

Hence, expenditures financed through other means account dominantly for the
spurt in fixed asset formation (see Table 11.7). Clearly then it is the flexibility to
acquire funds that enables different entities to undertake such investment expen-
diture that raises the investment income ratio and sustains high levels of growth.
And, given the observed volatility of these expenditures, it must be true that
finances to undertake such expenditures are easily available ‘on demand’. If the
government is to control volatility, it must use a range of administrative measures,
including restrictions on the use of land, to influence expenditures and outcomes.

The problem is that when growth is triggered with such expenditures, it propels
further such expenditures and the resulting expansion soon runs into bottlenecks
of various kinds, especially bottlenecks in the power, steel and other infrastructural
areas. Inevitably, inflation ensues. The Chinese government has to manage the
inflation that results in such circumstances of ‘overheating’. There is no evidence
that the kind of investment expenditure being spoken of is interest rate sensitive,
and in any case interest rates increases could create various problems, such as lead
to a spurt in capital inflows into the economy, thereby worsening the exchange
rate management problem, or adversely affecting the viability of the already
weakened SOEs.

<table>
<thead>
<tr>
<th>Table 11.7 Sources of finance for fixed asset formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
</tr>
<tr>
<td>State budgetary appropriation</td>
</tr>
<tr>
<td>Domestic loans</td>
</tr>
<tr>
<td>Foreign investment</td>
</tr>
<tr>
<td>Fund-raising</td>
</tr>
<tr>
<td>Others</td>
</tr>
</tbody>
</table>
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Hence the Chinese government still uses administrative measures, including the use of central ‘commands’ and guidelines to hold back runaway rates of investment. The difficulty is that once such commands and guidelines are carried down to decision makers at lower levels in what is still politically a centralized system, they remain in place till the government retracts these guidelines and works to ensure that the message reaches down to where it matters. In the meantime a bout of deflation is a possibility. And if this occurs in a context of the kind created by the East Asian crisis, that adversely affected China’s exports, such deflation can indeed be prolonged. ‘Stop–go’ around a high trend therefore seems to be an inevitable feature of the current conjuncture.

The essential point, however, is that thus far the reform has not adversely affected the high rates of saving and investment that sustain the high trend rate of growth of the economy. Further, since this high rate of saving is supported by large increments in income it has not resulted in a squeeze in consumption that can neutralize the effects of growth on poverty reduction. The ‘unconventional’ demand management policies used by the Chinese government to regulate economic cycles – which have been possible only because of the particular institutional conditions prevailing in China – have also ensured that despite the oscillations, there have been no serious or prolonged contractions and growth has remained at a very high level.

Implications for poverty reduction

How has this evolving macroeconomic scenario affected inequality and poverty? The evidence relating to the early years of reform suggest worsening inequality in China. China’s economic reforms seem to have led to an increase in regional inequality. Official statistics indicate that the income ratio of urban residents to rural increased from 2.4 in 1978 to 2.8 in 2000. Other analysts corroborate this observation. Before the start of reforms in 1978, the ratio of urban to rural income had declined to 2.36 from 3.48 in 1977. Price and production reform in agriculture ensured that this trend continued till 1985. However, after 1985, the ratio began to rise again and stood at 2.61 in 1994. Further, within rural and urban areas the Gini coefficient of income distribution rose from 0.31 and 0.19 respectively to 0.41 and 0.37 between 1986 and 1994 (see Table 11.8). This worsening of income distribution may have reduced some of the significant benefits in terms of poverty reduction ensured by the rapid rates of growth in aggregate income China has managed to ensure since the beginning of the reform.

One reason for this inequality was the priority given to coastal development from the early 1980s to the late 1990s. In order to attract investment to the coastal regions, the government provided a range of incentives, though these regions were already more advanced than the rest of China. In the event, the slow and inadequate development of the central and western regions, where much of China’s poverty is concentrated, became an obstacle to reducing poverty in these provinces.

The Chinese and Indian cases both illustrate the crucial importance of growth in agricultural incomes for poverty reduction. The relation between poverty
reduction and growth has varied over time, being strong at the beginning of the period, that is in the period 1979–82, and much weaker afterwards, especially in the late 1990s. This change had much to do with the nature of the growth, which began by being centred on agriculture and the rural economy where most of the poor live, and then shifted towards the coastal cities where the poor are less evident.

What is striking about the post-reform Chinese experience with growth and its effects on poverty reduction is that while Chinese growth was consistently high across time, poverty reduction was concentrated in particular periods. Thus, while the early Chinese record in terms of the reduction in the absolute number of poor is impressive, the reduction was concentrated in two relatively brief periods: the first five years of the reform period, 1979–1984; and the middle three years of the 1990s. The first period, corresponding to the beginning of the era of reform and transition, was when reform focused on the countryside. Over these years the rural people’s communes were dismantled, land was parcelled out to households on an essentially egalitarian basis, farmers were encouraged to abandon the previous ‘grain first’ policy and to diversify production, and farm prices were raised 30 per cent. In addition, chemical fertilizer supplies increased rapidly.

The second period of sharp decline in rural poverty occurred in the middle years of the 1990s. In the first third of the decade the rural poverty rate according to this line was running at over 40 per cent of the population; it dropped to about 24 per cent by 1996. The Poverty Reduction Plan (1994–2000) brought the number

<table>
<thead>
<tr>
<th>Year</th>
<th>Gini (%)</th>
<th>GE (%)</th>
<th>Rural Inland Inland</th>
<th>Chen and Wang</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ge (Theil)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rural Urban Urban National*</td>
<td></td>
</tr>
<tr>
<td>1984</td>
<td>25.6</td>
<td>10.9</td>
<td>6.3 4.0</td>
<td>29.87 23.42 33.34</td>
</tr>
<tr>
<td>1985</td>
<td>25.8</td>
<td>11.1</td>
<td>6.6 0.5</td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>26.8</td>
<td>11.9</td>
<td>6.9 0.5</td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>27.0</td>
<td>12.0</td>
<td>6.8 0.6</td>
<td></td>
</tr>
<tr>
<td>1988</td>
<td>28.2</td>
<td>13.1</td>
<td>7.7 0.8</td>
<td></td>
</tr>
<tr>
<td>1989</td>
<td>29.7</td>
<td>14.4</td>
<td>9.3 1.0</td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>30.1</td>
<td>14.9</td>
<td>9.5 1.0</td>
<td>29.87 23.42 33.34</td>
</tr>
<tr>
<td>1991</td>
<td>30.3</td>
<td>14.9</td>
<td>9.9 1.2</td>
<td></td>
</tr>
<tr>
<td>1992</td>
<td>31.4</td>
<td>16.0</td>
<td>10.2 1.5</td>
<td>32.03 24.18 37.23</td>
</tr>
<tr>
<td>1993</td>
<td>32.2</td>
<td>16.8</td>
<td>10.9 1.7</td>
<td>33.70 27.18 40.18</td>
</tr>
<tr>
<td>1994</td>
<td>32.6</td>
<td>17.2</td>
<td>10.8 2.0</td>
<td>34.00 29.22 41.46</td>
</tr>
<tr>
<td>1995</td>
<td>33.0</td>
<td>17.7</td>
<td>11.5 2.3</td>
<td>33.98 28.27 39.84</td>
</tr>
<tr>
<td>1996</td>
<td>33.4</td>
<td>18.2</td>
<td>11.7 2.6</td>
<td>32.98 28.52 38.16</td>
</tr>
<tr>
<td>1997</td>
<td>33.9</td>
<td>18.9</td>
<td>11.7 2.7</td>
<td>33.12 29.35 38.21</td>
</tr>
<tr>
<td>1998</td>
<td>34.4</td>
<td>19.6</td>
<td>12.2 2.9</td>
<td>33.07 29.94 38.70</td>
</tr>
<tr>
<td>1999</td>
<td>36.3</td>
<td>23.4</td>
<td>12.8 3.2</td>
<td>33.91 29.71 39.97</td>
</tr>
<tr>
<td>2000</td>
<td>37.2</td>
<td>24.8</td>
<td>13.9 3.8</td>
<td></td>
</tr>
</tbody>
</table>

Source: Kanbur and Zhang (2003); Chen and Wang (2000).
of absolute poor down from 80 million to below 30 million by the end of 2001. The main operative factor in explaining this steep fall is an equally steep rise in farm purchase prices, especially of food grain, which doubled in the middle of the decade. This increase in income benefited middle-income families who were reliant on agricultural returns (Chen and Wang, 2001). The real per capita income of rural Chinese increased by 21 per cent in the three years from 1993 to 1996. Thus, poverty reduction proved to be highly income elastic: a 21 per cent increase in rural income was accompanied by a 40 per cent decrease in rural poverty.

However, it has been argued (Hu Angang, Hu Linlin and Chang Zhixiao 2004) that despite China’s substantial improvement in poverty reduction since 1978, the pace of poverty reduction has slowed recently and new forms of poverty have arisen. The annual decrease in the poverty population has reduced by half with the number of poor decreasing only by eight million annually; the average growth rate of farmers’ consumption per year was only 2.5 per cent; the average growth rate of farmers’ per capita net income was only 3 per cent. This is explained by the authors in terms of two factors: the deteriorating quality of growth and an increase in the degree of inequality. Trends in poverty have also been closely linked with the trends in employment and social sector expenditure. In the rural areas, slow growth in the agricultural sector resulted in almost stagnant rural employment after the mid-1990s. Rising unemployment was a major driver of urban poverty in the post-1985 phase, a scenario further strengthened by migrant population from rural areas.

It is known that reforms in China impacted adversely on urban poverty by generating unemployment through the restructuring of the state-owned sector in a context where the social security system was weak or absent. Bouche et al. (2004) argue that urban poverty is closely associated with inability to work, and that the increase in urban unemployment as a result of market-oriented reforms and withdrawal of financial support for ailing state enterprises, had been a prime cause of the increase in urban poverty. Prior to the restructuring of the SOEs, there was no great variation in urban poverty among regions due to guaranteed employment and the ubiquitous urban welfare system. This regional pattern changed when market-oriented reforms restructured the SOEs and weakened the social welfare system. Changes in the regional distribution of urban poverty were highly correlated with the original structure of industry and with regional economic growth. Poverty was higher in regions where the heavy industries set up during the era of central planning were concentrated.

Moreover, financial stringency also limited the poverty reduction effort. In China, most poverty reduction programmes financed by the central government and by international donors required counterpart funds from local governments, but most local governments in poor counties faced severe budgetary constraints. As a result a report by the State Auditing Bureau indicated that 370 out of 592 poor counties had not provided any counterpart funds from 1997 to 1999. The problem was similar in urban areas, since many city and town governments lacked the fiscal resources to provide counterpart funds for financing the new unemployment, pension and medical insurance systems.
Despite high growth, the most important and urgent economic problem China has been facing is unemployment. Every year a labour force totalling 10 million is thrown into the job market. In addition, there are more than five million redundant workers from former SOEs waiting for re-employment. Finally, there are hundreds of millions of migrant farmers constantly moving around the country seeking jobs. As a result, even the high rate of growth in China, if not accompanied by special structural features, cannot meet the pressure for job creation. In 2003, with a 9.1 per cent growth rate, eight million jobs were created, but even this was inadequate given the continuously growing ‘backlog’ of increase in the labour force and reduced demand for labour in many traditional activities including agriculture.

Recent work by Khan and Riskin (2005) reporting on a national sample survey of household expenditure conducted by the Chinese Academy of Social Sciences (CASS) with an independent international group of economists in 1988, 1995 and 2002, is particularly interesting in this light. These surveys suggest that income inequality rose sharply in China between 1988 and 1995, due to increases in inter-regional inequality; slow and inequalizing rural income growth; regressive transfers to households and reduced transfer from rich to poor provinces; slow growth in employment and inadequate social protection for retrenched workers; and restrictions on migration along with discriminatory treatment of migrants.

After 1995, while these trends still continued, a number of developments including greater rural–urban migration and policy changes aimed at reducing regional inequality by promoting investment in western and interior provinces, ensuring the spread of wage employment in rural areas and provision of better social security benefits, appear to have reversed the tendency towards an increase in inequality. Between 1995 and 2002, income inequality in both rural and urban China declined as a result of a decline in regional inequality, improvement in the distribution of both farm and wage incomes, housing reform and the reform of public finance. But the Gini coefficient for China as a whole did not change between the two years because of a rise in the already high gap between average urban and rural incomes. In fact, the increase in the rural–urban income gap would have been even larger, but for a substantial decline in rural population after 1995, when the absolute size of the rural population peaked.

While income poverty in rural areas has been reduced by rural–urban migration, in the urban areas most of the poor are recent migrants, who tend to be much worse off than other urban residents. Migrant workers typically have high turnover of employment, and also suffer from the disadvantages of being excluded from the formal labour market, public housing and access to health services and schooling for children at low cost that urban residents are entitled to. In the early 1980s the urban poverty rate was about 2 per cent and the absolute amount of the urban poverty population was four million. This decreased to only about one million in 1989 according to official estimates. There is evidence that the decline in urban poverty has slowed or even been reversed in the 1990s. The most recent government estimate of the number of urban poor is as high as 12 million people. This can only be because of the increase in urban income inequalities coming
from the gap in incomes and benefits accruing to migrant and full status urban residents.

This study suggests that poverty reduction in China has been more strongly related to declines in inequality than to GDP growth per se. If so, China's ability to sustain the pace of poverty reduction will depend on its ability to keep in place recent policies aimed at reducing inequality. This is also in keeping with lessons derived from the pre-reform experience. China was served well by a combination of egalitarian land distribution and experience with commune and cooperative forms of organization, which ensured a degree of income equality and helped release and pool labour resources for undertaking non-agricultural activities that were jointly managed with state support. To the extent that economic reform undermines such egalitarianism and adversely affects the growth of the township and village enterprises (TVEs), it would set back the poverty reduction effort as well.

Conclusion

The implications of all this evidence need to be drawn out. To start with, it should be clear that the egalitarianism that the Chinese revolution ensured and the control state could promote because of the persistence of substantial state ownership of and investment in capital assets as well as the continuance of the earlier financial structure and system, meant that the process of global economic integration was carried out under fundamentally different premises from that which occurred in India. To a significant extent, some of the basic development issues, including ensuring adequate food supplies and universal primary education, were already dealt with. The domestic market for consumption goods was also significantly larger than proved to be the case in India. More significantly for our current purposes, the control retained by the Chinese state over financial institutions and the activities of the SOEs allowed it to sustain high levels of investment and deal with volatility, to prevent undesired levels of inflation from persisting beyond relatively short periods. In the event, the state could ensure that cyclical fluctuations occurred around a high overall trend rate of income growth. The early phase of opening up, which essentially involved increasing remuneration to farmers, operated substantially to reduce poverty and deprivation. Subsequently, the heavy emphasis on infrastructure development, combined with some amount of ‘controlled’ trade and investment liberalization, created much greater possibilities for export-oriented employment generation, which became the next engine of growth. Because this occurred in a context of still heavily regulated and monitored imports, it ensured that export employment was a net addition to aggregate manufacturing employment, rather than having to balance for losses in employment in other domestic sectors, since these were not really having to face import competition on a par with other countries that underwent trade liberalization in that period. When import liberalization accelerated, a drastic devaluation of the yuan was resorted to in 1994, which meant that import competition was still limited.

The transition to a market-driven system in China, while indeed delivering growth, proved to be inequalizing beyond a point. But measures by the state
aimed at preventing such tendencies and the migration-mediated process of ‘trickle down’ have helped to partially reverse these inequalizing outcomes (see Figure 11.12). However, in as much as the current pattern of economic expansion is predicated on high rates of saving and investment as well as loosening of the earlier credit and cash planning system, the dangers of volatile growth and inadequate reductions in unemployment and poverty persist, necessitating appropriate macroeconomic corrections as well as supportive policies.

In comparison, India, with its market-driven and demand-constrained system, which has greater space for conventional macroeconomic levers, has not only failed to deliver the same growth success but has also been far less successful on the poverty reduction front. The implication is that macroeconomic flexibility in a market-driven environment is not the best recipe either for growth and stability or for poverty reduction. India’s growth experience, while more stable than for many other developing countries, was still nowhere near the rapid growth experienced by China and other East and Southeast Asian economies. This was strongly related to the reduced public expenditure by the Indian state in the period of reform, most significantly the substantial reduction in central capital expenditure (mainly on infrastructure) as a share of GDP, but also public spending directed towards the rural areas generally. In addition, central government policies in various ways created resource problems for the state governments, forcing them to cut back on crucial developmental expenditure. This meant that first, rates of aggregate income growth were well below those which could have been achieved; and second, that employment growth was well below the rate of GDP growth. These problems were compounded by the effects that trade liberalization had on small scale production in some manufacturing sectors. Agrarian distress and inadequate employment generation have therefore emerged as the most significant macroeconomic problems at the current time.

Of course, it is true that the Indian experience has allowed for greater financial and macroeconomic stability than experienced by many other ‘emerging markets’ over this period, primarily because until relatively recently liberalization of the capital account was limited and India was not ‘chosen’ as an attractive destination for finance capital. With changes occurring on both these fronts, the country is currently experiencing a surge in capital inflows that exert an upward pressure on the exchange rate as well as reduce macroeconomic flexibility.

There is an overarching conclusion, of wider relevance, that can be drawn from this comparative analysis of the experiences of macroeconomic management in China and India over the past twenty years. Discussions on macroeconomic policy counterpose the policies adopted in the dirigiste period, ostensibly characterized by financial repression, with the framework increasingly in vogue in emerging market economies characterized by a reduced role for fiscal policy and state expenditures and a greater role for a liberalized financial sector in mobilizing and channelling investment. The Chinese experience makes it clear that such either–or dichotomies are not inevitable and that a pro-poor macroeconomic framework must provide a role for state policies pursued within an area of control ensured with state regulation. On the other hand, India’s experience suggests that
relentlessly pursuing the transition to a marketist macroeconomic framework makes it difficult to sustain investment and growth and to translate the benefits of that growth into better outcomes with regard to employment and poverty reduction. In fact, India seems to have avoided the volatility that has characterized countries that were even more successful on the growth front by limiting liberalization with respect to capital flows. Country-specific choices of a consistent set of policies derived from the rich experience with macroeconomic world-wide, rather than easy choices from either–or options seems to be the route that any appropriate and pro-poor macroeconomic policy should take.

Notes

1 Almost all of the studies which have found that global inequalities have reduced in the period of globalization (Dollar and Kraay (2002) and Bhalla (2003) among others) rely very substantially on the increase in per capita GDP in China and India – which together account for around one-third of the world’s population – to arrive at their conclusion. Conversely, those who have been more sceptical of the impact of global economic integration on inequality have tended to look at patterns of inequality within these countries in particular (Cornia 2004; Milanovic 2004; and so on) to find that there has been an increase in economic differentiation (including increased rural–urban inequalities) and probably more vulnerable conditions for the poor in these countries (hidden by the per capita GDP figures), which change the conclusions with respect to global inequalities.

2 There are several reasons for believing that increases in interest payments by government are likely to have lower multiplier effects. Most government securities are held by economic agents whose marginal propensity to consume is very low. In India, a significant proportion is held by banks, whose increased returns from such investment do not tend to translate into greater spending by the system as a whole.

Figure 11.12 Poverty in rural China
3 The only positive feature in employment patterns was the increase in opportunities for the educated groups, largely related to the expansion of IT-enabled services in metropolitan and other urban areas. However, while this feature, along with that of software development, received much international attention, it still remained too insignificant in the aggregate economy to make much of a dent in overall employment.

4 As Sen (2002) points out, the reference periods in the Consumer Expenditure Survey of the 55th Round of NSS survey were changed from the uniform 30 day recall used till then to both 7 and 30 day questions for items of food and intoxicants and only 365 day questions for items of clothing, footwear, education, institutional medical expense and durable goods.

5 These findings are based on NSS ‘thin sample’ surveys, conducted annually since 1986. These surveys are not as comprehensive as the NSS comprehensive rounds or the ‘thick sample’ surveys but provide sufficiently good estimates at the national level. Also, these thin samples results are comparable across successive surveys as they use a common form of questionnaire.

6 For a discussion of the evolution of China’s financial system, see Xu (1998).

7 This category includes the investment by real estate development companies, commercial building construction companies and other real estate development units of varied ownership, in the construction of residential buildings, factory buildings, warehouses, hotels, guesthouses, holiday villages, office buildings, and the complementary service facilities and land development projects, such as roads, water supply, water drainage, power supply, heating, telecommunications, land levelling and other projects of an infrastructural kind. It excludes simple land transactions.

8 During the early 1990s, the growth rate of investment in real estate varied between 11.7 and −1.2 per cent.

9 See, for example, Kanbur and Zhang (2003), Chen and Wang (2001), Khan and Riskin (2005).

10 A similar argument is made by Bouche et al. (2004).
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Heterodox Macroeconomic Policies, Inequality and Poverty in Uzbekistan

Giovanni Andrea Cornia

Introduction: transition in Central Asia and the ‘special case’ of Uzbekistan

The Central Asian Republics (CARs) offer an interesting comparative study in reform paths of formerly centrally planned economies. While the CARs share a considerable geographical, religious and cultural unity, and while they initiated the transition to the market economy from fairly similar conditions, they pursued different policies following the demise of the Soviet Union in December 1991. The Kyrgyz Republic has been most committed to the introduction of Washington Consensus-type reforms. Turkmenistan has been the least committed, with a regime concerned more with the distribution of oil rents than with creating a market-oriented economy. In turn, both Kazakhstan and Uzbekistan have made some progress with economic reforms, with the former increasingly following an orthodox approach, while the latter adopted a more controlled reform process. The specificity of the Uzbek approach has been evident throughout the heterodox macroeconomic stabilization of 1991–1995, the import-substitution-led recovery of 1996–2002/03, and the new and more liberal regime that started emerging in 2002–2003. This home-grown approach to policy making has been and remains the object of considerable controversy, and many predicted that it would have led sooner or later to a growth collapse.

On becoming independent in 1991, all CARs experienced a severe and prolonged transformational recession. Output fell markedly (see Table 12.1), inflation soared, the distribution of income and wealth became more unequal and poverty reached previously unknown levels. Interestingly, Uzbekistan – the Central Asian country that chose a gradual approach to the transition – experienced the smallest decline in gross domestic product (GDP) during 1991–1995, has sustained an acceptable growth of GDP since then, exceeded its pre-transition level of GDP per capita in 2001 (see Table 12.1) and was comparatively successful in controlling hyperinflation. However, between 1996 and 2003 growth was perceptibly lower than in the other CARs, raising the issue of whether the Uzbek approach to
stabilization generated long-term efficiency costs that more than offset the comparative advantage recorded during the initial phase of the transition.

The macroeconomic stabilization of 1991–1995

Initial conditions

Uzbekistan started out the transition in conditions that were neither particularly favourable nor unfavourable. It produced items for export – such as gold and cotton – that could be easily redirected to the international markets. It also could count on unexploited oil and natural gas reserves and smaller deposits of silver, copper and coal. It also had a well-educated population and a large supply of semi-skilled and skilled workers. In addition, it could count on an industrial structure that was far more developed than that of other CARs (Pomfret 2001). At the same time, the Uzbek economy was dependent on the imports of price-inelastic items such as food and oil and suffered from considerable isolation from the international markets.

Exogenous shocks

As elsewhere in the region, during the initial reform period transition policy in Uzbekistan had to deal with the severe exogenous shocks that resulted from the change of the economic system or from the break-up of the Soviet Union (Griffin 1996). To start with, the country was hit by a devastating loss of Soviet budgetary support equivalent to 21 per cent of the republic’s 1991 GDP. A second shock was caused by the disruption of international trade following the collapse of Comecon and the sudden decline in inter-republican trade that in 1990 accounted for 40 per cent of its GDP. Third, the country was hit by a sharp deterioration in external terms of trade caused by the rise to the world level in the price of oil that in the past was supplied by Russia at a low price. Fourth, these changes in international terms of trade and domestic liberalization caused large shifts in relative prices – for example, the prices of inputs versus those of output – that rendered unprofitable those enterprises consuming large amounts of inputs that were underpriced during the socialist era. Finally, in 1991–1993, 300,000 Russian and Ukrainian professionals left the country, making the restructuring of the national economy more problematic.
Policy stance

The Uzbek approach to macroeconomic stabilization differed markedly from the orthodox model that demands rapid price liberalization, the removal of all consumer and producer subsidies, budgetary austerity, tight money, trade and capital account liberalization and privatization.

Among the measures introduced as part of this heterodox approach, a gradual price liberalization played a key role. Instead of removing all price restraints at once, price controls and administrative rationing were abandoned gradually and price liberalization was completed only in 1995. Even then, a few key prices remained at levels below world prices. Energy prices were aligned to world prices in 1996. Wheat and cotton price controls remained in place for much longer. With privatization progressing slowly, the government retained an active role in large enterprises. While consumption subsidies were cancelled quickly, with the exception of those on flour, sugar and edible oil, subsidies to state enterprises were kept in place through direct budget support, cheap credit, access to low-cost foreign exchange and state orders.

In turn, fiscal policy followed an accommodating approach. During the initial phase of 1991–1994 and the crisis year of 1996, when the cotton harvest fell by 15 per cent, fiscal policy was deliberately expansionary, and the government monetized large budget deficits to sustain public expenditure and aggregate demand. But as early as 1995 revenue collection had returned to a hefty 34.6 per cent of GDP that enabled the government to finance substantial income transfers to compensate for the rises in the prices of essentials, expand the coverage of existing social programmes – for example, child allowances – introduce unemployment compensation and poor relief programmes and pursue an ambitious investment programme, while incurring a limited budget deficit (see Table 12.2).

For much of the stabilization period, the Uzbek authorities were unable to pursue an independent monetary policy, as the country initially remained in the rouble zone. In November 1993 did the country leave the rouble zone, introducing a temporary currency, the soum-coupon, but it was only on 1 July 1994 that the soum was introduced. During this period, monetary policy was accommodating and interest rates remained negative in real terms (see Table 12.3) so as to reduce the cost of credit to the protected sector. Credit was rationed and was mainly allocated to state enterprises on an administrative basis.

While the growth of broad money was high in both 1994 and 1995, the GDP price deflator grew significantly more rapidly, suggesting a tight monetary policy,

<p>| Table 12.2 Government expenditure, revenue and budget balance (percentage of GDP) |</p>
<table>
<thead>
<tr>
<th>---------------------------------</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>----</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government expenditure</td>
<td>52.7</td>
<td>49.7</td>
<td>46.4</td>
<td>35.3</td>
<td>38.7</td>
<td>41.6</td>
<td>32.5</td>
<td>33.1</td>
<td>32.0</td>
<td>29.8</td>
<td>27.0</td>
<td>25.8</td>
<td>24.6</td>
</tr>
<tr>
<td>Government revenue</td>
<td>49.1</td>
<td>31.4</td>
<td>36.0</td>
<td>29.2</td>
<td>34.6</td>
<td>34.3</td>
<td>30.1</td>
<td>30.1</td>
<td>29.2</td>
<td>28.6</td>
<td>26.0</td>
<td>25.2</td>
<td>24.2</td>
</tr>
<tr>
<td>Budget balance</td>
<td>−3.6</td>
<td>−18.3</td>
<td>−10.4</td>
<td>−6.1</td>
<td>−4.1</td>
<td>−7.3</td>
<td>−2.4</td>
<td>−3.0</td>
<td>−2.8</td>
<td>−1.2</td>
<td>−1.0</td>
<td>−0.6</td>
<td>−0.4</td>
</tr>
</tbody>
</table>

Sources: Kotz (2003a); CEEP (2004, 2005).
as real money supply fell (see Table 12.3). Inflation continued to increase due to a rapidly rising velocity, suggesting an inertial inflationary process. Monetary policy did, however, exert a downward pressure on inflation, which declined sharply in 1995, therefore facilitating macroeconomic stabilization.

As there was a concern that free trade could displace domestic producers not used to international competition, trade liberalization was limited and restrictive trade and foreign exchange policies were kept in place throughout the entire stabilization period. In the mid-1990s, tariffs were simplified and reduced but remained comparatively high. Privatization proceeded slowly, due in part to the lack of buyers. In the absence of a competition law – that was promulgated only toward the end of the 1990s, it would have created private monopolies, with a negative impact on employment and value-added creation.

Uzbekistan attracted a limited amount of foreign direct investment, mostly because of the strong regulation of the economy and, until 2003, the non-convertibility of the soum for current account transactions. In turn, the foreign debt policy was characterized by sharp changes but was – altogether – fairly prudent. Large loans were obtained in the initial years from the World Bank, the European Bank for Construction and Development (EBRD) and the Asian Development Bank to stabilize the economy. Foreign debt continued rising until 1999, but has stabilized since then, mainly due to the improvement of the trade balance (see Table 12.4).

As noted, the soum was introduced only in 1994. It is difficult to establish if the initial soum–dollar parity was competitive. In any case, the soum steadily depreciated over time against the dollar (see Table 12.5) as an inevitable result of high domestic inflation. Since the beginning, however, the parallel exchange rate, in soums per dollar, was higher than the official rate, and the real exchange rate appreciated.

This overall approach to policy making was the object of sharp criticism. In 1993, for instance, the World Bank (1993) noted that in the absence of comprehensive reform, the few scattered and partial reforms that the government had implemented would have no major impact. This muddle-through scenario would imply that none of the sectors was restructured significantly. This failure to adjust

---

**Table 12.3  Money and interest rates**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Broad money growth rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>725.9</td>
<td>144.3</td>
<td>45.6</td>
<td>32.1</td>
<td>37.1</td>
<td>54.3</td>
<td>29.7</td>
<td>27.2</td>
<td>21.7</td>
</tr>
<tr>
<td>GDP deflator growth rate</td>
<td>1,239.2</td>
<td>371.0</td>
<td>71.0</td>
<td>39.0</td>
<td>47.3</td>
<td>45.2</td>
<td>45.5</td>
<td>26.7</td>
<td>15.0</td>
</tr>
<tr>
<td>Refinancing rate (%)</td>
<td>NA</td>
<td>84.0</td>
<td>48.0</td>
<td>36.0</td>
<td>32.3</td>
<td>26.8</td>
<td>34.5</td>
<td>27.1</td>
<td>18.8</td>
</tr>
<tr>
<td>Bank loan rate (%)</td>
<td>100.0</td>
<td>105.0</td>
<td>28.0</td>
<td>30.0</td>
<td>25.7</td>
<td>28.0</td>
<td>32.2</td>
<td>28.1</td>
<td>21.2</td>
</tr>
<tr>
<td>Consumer price index</td>
<td>1,065.9</td>
<td>304.6</td>
<td>58.8</td>
<td>29.2</td>
<td>24.9</td>
<td>27.4</td>
<td>27.6</td>
<td>10.3</td>
<td>1.6</td>
</tr>
</tbody>
</table>

**Note:**
NA = not available.
<sup>a</sup>M3, end-year, percentage change.

**Sources:** Kotz (2003a); CEEP (2004, 2005); IMF (2005); EIU (2005); EBRD (2005).
would lead to a supply-led contraction of the level of economic activity, reduction in savings and investment, and unnecessary hardship on the population in the medium term represented by a decline in consumption per capita of no less than 30 per cent by 1997.

**Stabilization outcomes**

Despite this and similar predictions, there is no indication that the Uzbek approach to macroeconomic stabilization caused major losses of output or led to some kind of ‘macroeconomic populism’ (see Chapter 1). Though GDP declined by some 18 per cent between 1991 and 1995, the recession recorded in Uzbekistan was substantially less pronounced than that experienced in the other CARs (see Table 12.1). GDP began to recover in 1996 and continued expanding at an acceptable rate. Heterodox stabilization, therefore, allowed containment of the costs of a transformational recession that turned out to be the shortest and least pronounced of the entire former Soviet Union. In addition, by 1995 macroeconomic balance was almost re-established (see Tables 12.2 and 12.4). The fiscal deficit had declined to a bearable 4.1 per cent and the current account deficit was under

---

**Table 12.4** International transactions of Uzbekistan (US$ millions)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Merchandise exports</td>
<td>2,877</td>
<td>2,940</td>
<td>3,475</td>
<td>3,695</td>
<td>2,790</td>
<td>2,935</td>
<td>2,740</td>
<td>2,510</td>
<td>3,240</td>
<td>4,050</td>
</tr>
<tr>
<td>Merchandise imports</td>
<td>3,255</td>
<td>2,727</td>
<td>3,238</td>
<td>3,767</td>
<td>2,587</td>
<td>2,441</td>
<td>2,554</td>
<td>2,186</td>
<td>2,404</td>
<td>3,020</td>
</tr>
<tr>
<td>Trade balance</td>
<td>−378</td>
<td>213</td>
<td>237</td>
<td>−72</td>
<td>203</td>
<td>494</td>
<td>186</td>
<td>324</td>
<td>836</td>
<td>1,030</td>
</tr>
<tr>
<td>Current account balance</td>
<td>−429</td>
<td>119</td>
<td>−21</td>
<td>−583</td>
<td>−163</td>
<td>218</td>
<td>−113</td>
<td>122</td>
<td>883</td>
<td>922</td>
</tr>
<tr>
<td>Foreign direct investment</td>
<td>48</td>
<td>73</td>
<td>−24</td>
<td>167</td>
<td>121</td>
<td>75</td>
<td>83</td>
<td>65</td>
<td>70</td>
<td>NA</td>
</tr>
<tr>
<td>External debt</td>
<td>NA</td>
<td>1,107</td>
<td>1,771</td>
<td>2,594</td>
<td>4,805</td>
<td>4,418</td>
<td>4,279</td>
<td>4,260</td>
<td>4,149</td>
<td>3,884</td>
</tr>
<tr>
<td>External debt/total exports (%)</td>
<td>NA</td>
<td>35.9</td>
<td>47.1</td>
<td>64.0</td>
<td>155.4</td>
<td>131.4</td>
<td>133.7</td>
<td>142.7</td>
<td>110.9</td>
<td>84.9</td>
</tr>
<tr>
<td>Debt service/total exports (%)</td>
<td>NA</td>
<td>10.5</td>
<td>17.0</td>
<td>9.0</td>
<td>17.8</td>
<td>25.5</td>
<td>26.2</td>
<td>24.6</td>
<td>22.2</td>
<td>17.7</td>
</tr>
</tbody>
</table>

**Notes:**
NA = not available.
aestimates.
bnet inflows.
cvalue in current US$.


**Table 12.5** Exchange rates of the soum

<table>
<thead>
<tr>
<th>Year</th>
<th>1994</th>
<th>1995</th>
<th>1997</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Official exchange rate (soum/$)</td>
<td>10.2</td>
<td>29.9</td>
<td>66.4</td>
<td>124.6</td>
<td>236.6</td>
<td>422.9</td>
<td>769.0</td>
<td>971.3</td>
<td>1,019.2</td>
</tr>
<tr>
<td>Market exchange rate (soum/$)</td>
<td>NA</td>
<td>40.2</td>
<td>146.6</td>
<td>513.2</td>
<td>782.6</td>
<td>1,095.0</td>
<td>1,321.7</td>
<td>1,064.2</td>
<td>1,058.0</td>
</tr>
<tr>
<td>Market to official exchange rate ratio</td>
<td>NA</td>
<td>1.3</td>
<td>2.2</td>
<td>3.7</td>
<td>2.4</td>
<td>1.6</td>
<td>1.4</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Real index of $/soum</td>
<td>100</td>
<td>220</td>
<td>235</td>
<td>265</td>
<td>185</td>
<td>185</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

NA = not available.
aaverage of period.

control, in part because of the successful efforts at improving oil and wheat self-sufficiency (see Table 12.6). Oil self-sufficiency was achieved in three years by developing, without any foreign direct investment, oil resources that had lain undeveloped in the Soviet era. The programme to increase wheat production was equally successful. From 1.91 million tons in 1991, wheat production rose to 3.22 million tons in 1995 without causing a corresponding decline in the output of other crops. Only inflation remained high despite widespread recourse to price repression. However, while stabilization was broadly achieved, the exchange rate and the interest rate remained perceptibly misaligned while credit was rationed, thus causing a misallocation of resources.

Another undisputable success of Uzbekistan during this period was that fiscal balance was achieved without squeezing pro-poor or pro-growth public expenditures that in 1995 absorbed a remarkable 22.4 per cent of GDP (see Chapter 2). The composition of public outlays reflected a clear concern for alleviating the impact of the transition on the poor and keeping the state machinery running. Such fiscal policy was made possible by the rapid introduction of a new tax regime and tax administration that by the mid-1990s had collected more than 40 per cent of GDP in taxes and social security contributions, compared to 25 per cent to 28 per cent in the rest of the region.

Evaluation of macroeconomic policy

Opinions differ about the factors that explain the success of Uzbekistan in containing the impact of the transitional recession and restarting growth. Three main hypotheses have been put forward to explain such success.

The first hypothesis emphasizes the supposedly favourable initial conditions enjoyed by Uzbekistan at the beginning of the transition. According to this viewpoint – which is based on the results of a regression model developed by the World Bank for 26 transition economies (Zettelmeyer 1999) – the comparatively better performance of Uzbekistan can be attributed to its lower degree of industrialization in relation to other economies in transition, that is, the famous Gershenkron’s ‘advantage of backwardness’, the availability of easily reorientable exports, gold and cotton in particular, and the achievement of self-sufficiency in the energy sector that lessened the balance-of-payments-constraint.

### Table 12.6 Energy balance of Uzbekistan (thousand tons)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Domestic crude oil extraction</td>
<td>3,944</td>
<td>5,517</td>
<td>7,586</td>
<td>7,621</td>
<td>7,891</td>
<td>8,104</td>
</tr>
<tr>
<td>Oil and oil product imports</td>
<td>4,762</td>
<td>3,153</td>
<td>250</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Domestic consumption of oil products</td>
<td>8,201</td>
<td>7,368</td>
<td>6,961</td>
<td>6,547</td>
<td>6,520</td>
<td>6,934</td>
</tr>
<tr>
<td>Net oil and oil product imports</td>
<td>4,258</td>
<td>2,009</td>
<td>−500</td>
<td>−939</td>
<td>−1,190</td>
<td>−948</td>
</tr>
</tbody>
</table>

**Note:** Domestic consumption of oil and oil products declined by 15 per cent in 1993–1995, which contributed to attaining oil self-sufficiency.

**Source:** IMF (2000).
The above explanation suffers, however, from a few problems. The first concerns the specification of the above regression model in which a higher liberalization index leads by itself to faster growth. This conclusion is not generally accepted in the empirical and theoretical literature (see for example, Cornia and Popov 2001). Indeed, not only is the construction of such an index highly subjective, but also the relation between such an index and growth is not always positive, depends on the countries and variables included in the analysis, and loses significance when structural factors, wars, revenue generation and other variables are included in the regression. A paper by Alam and Banerji (no date) comparing the transition in Uzbekistan and Kazakhstan from 1991 to 1999 confirms this finding. It shows that while Kazakhstan introduced more radical reforms in the fields of price liberalization and privatization, Uzbekistan did better in terms of GDP growth, the revenue–GDP ratio and the fiscal and current account deficits. In addition, the supposed advantage of Uzbekistan in terms of greater endowment of exportables may explain why Uzbekistan did better than resource-starved Kyrgyzstan, but not why countries better endowed with exportables, such as Russia or Kazakhstan – both of which followed a more liberal approach – performed worse during the initial part of the transition. Another concern, the supposed ‘advantage of backwardness’ of Uzbekistan, is ambiguous. While in 1991 the country was less industrialized than Russia or Ukraine, it was more industrialized than all of the other CARs (Pomfret 2001).

A second explanation of the Uzbek success, promoted in the government circles in the early days, is that the comparatively better performance of the country was due to high levels of public investment, particularly in the oil, gas and grains sectors (Kotz 2003b). As shown in Table 12.7, from 1993 to 1995 investment was the most dynamic component of aggregate demand. While, as noted above, investment in energy and grains was highly successful in increasing output and reducing import dependence, this explanation is partial as the period analysed does not cover 1991–1992, the years when output declined less than in the rest of the region while investment stagnated. In addition, the near stabilization of output during the period 1993–1995 was also due to a rapid growth in exports. And, finally, the medium-term effect of such investments varied substantially from sector to sector, depending on their rate of utilization.

The third, and most plausible, explanation focuses on the deliberate policy adopted in an attempt to limit supply shocks. Most macroeconomic policies

| Table 12.7 Growth rates of GDP and its components (average annual % rate of change) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | GDP             | Consumption     | Investment      | Government purchases | Exports of goods and services | Imports of goods and services |
| 1993–1995      | −2.8            | −14.8           | 24.6            | −1.2             | 16.8            | 13.9            |
| 1996–2001      | 4.0             | 7.5             | 2.4             | 0.7              | −2.2            | 1.4             |
| 2002–2004      | 5.4             | NA              | 4.5             | NA               | 16.4            | 8.2             |

Note:
NA = not available.
followed during this period – especially fiscal, monetary, subsidies and price control policies – were clearly ‘second best’ and were in most cases abandoned at a later stage. Yet, under the difficult circumstances of 1991–1995 these unorthodox policies helped contain the impact of ‘supply shocks’ and subsequent ‘demand shocks’ that hit other transition economies.

Indeed, during difficult years, ‘first best’ orthodox policies can generate adverse supply effects leading to what Blanchard and Kremer (1997) call ‘disorganization’. First of all, the collapse of Comecon negatively affected those firms depending on inputs from other former socialist countries for their production. While this problem could hardly be avoided, domestic policies supporting, if only temporarily, bilateral supplier–buyer agreements and subsidizing part of the losses incurred by firms helped moderate the impact of the breakdown of socialist trade. Second, rapid shifts in relative prices following comprehensive price liberalization bankrupted some firms without giving them the time to adjust to the new price structures. Lack of gradualism turned out to be a problem for the firms directly affected, as well as for those relying on their inputs for their production processes. This ‘domino effect’ was particularly acute in the former socialist countries where there were fewer suppliers in each industry than in the West, and where recourse to foreign trade to substitute for domestic supplies was not immediately practicable for lack of foreign exchange and contacts. Third, as noted by Blanchard and Kremer (1997), disorganization may also occur because of the inefficiency of the bargaining process between suppliers and buyers. Under central planning, supplier–buyer relations were highly specific-bilateral rather than competitive-multilateral.

Market liberalization offered suppliers the option to switch between buyers. In the presence of informational asymmetries about the outside options of the suppliers, buyers may not have paid a price that prevented the supplier from switching to new buyers, thus disrupting the old supply chain, a fact that could not be remedied by other suppliers as their number was very limited. For all of these reasons, ‘big-bang’ liberalization leads to massive shortages of inputs that cause otherwise sound companies to exit the market, and a leftward shift in the aggregate supply curve (see Figure 12.1). These effects have been verified empirically in 10 transition countries. Supply-side disruptions were particularly pronounced in sectors characterized by a complex production process and depending on a large number of suppliers (Blanchard and Kremer 1997; Konings and Walsh 1998). Thus, while orthodox policies may have led rapidly to transparent market prices, a more efficient allocation of resources and property rights regimes in greater consonance with a market system, and while the gradual policies followed in Uzbekistan may have caused allocative inefficiencies and bureaucratic waste, in economies with incomplete markets, asymmetric information and inefficient institutions, rapid liberalization leads to growing disorganization, recessions and macroeconomic imbalances.

Furthermore, it must be noted that a policy that limits supply shocks has the advantage of preventing large falls in aggregate demand for private consumption that takes place if supply shocks are allowed to work through all of their effects. If this is the case, the fall in wages in firms affected by supplier–buyer problems
inevitably causes serious ‘demand shocks’ (see Figure 12.1), with the final effect of depressing not only the demand for the goods produced by inefficient enterprises, but also the goods produced by efficient ones. In graphical terms, this can be represented by an inward shift in the aggregate demand curve and the determination of lower equilibrium output level $E_{Ot}$. The approach to price and trade liberalization and production subsides followed by Uzbekistan thus permitted containing both supply and demand shock and moderating the decline of equilibrium output from $E_{Ot}$ to $E_{OUZB}$.

Inequality changes during the stabilization phase of 1991–1995

The shocks experienced between 1991 and 1995 led to a severe recession and high levels of inflation that required the introduction of painful, but unavoidable stabilization measures which reduced household income and raised wage and income concentration. In turn, price liberalization led to very high inflation that affected relative prices, wages and incomes in an un-equalizing manner. As a result of these changes, between 1991 and 1995 the overall Gini coefficient rose from 0.26 to 0.31. The decile ratio rose less – from 8.5 to 9.3 – as the budgetary priority assigned to transfers to the poor and the creation in 1994 of a decentralized social assistance system based on mahallas (neighbourhood associations) permitted sustaining the income share of the poorest decile. In contrast, the income share of the second through the seventh decile dropped markedly, while that of the top three deciles rose. Thus, the reforms sheltered in part the very poor, rewarded in relative terms a middle-upper class of skilled workers and earners of capital incomes and placed most of the adjustment burden on the middle-lower class. Yet, as the average money income declined during this period by 45.7 per cent, absolute incomes fell for all except the top few percentiles.

Poverty trends during the stabilization phase

The impact of the recession and hyperinflation on the poor was extremely pronounced. Despite Uzbekistan’s comparatively smaller contraction of GDP and
the introduction of comparatively well-funded social protection measures, the poverty headcount ratio (PHR) rose sharply, as underlined by the results of the first Household Budget Survey (HBS) of 1994–5, which found that 44.5 per cent of the population had an income below the minimum wage, a level close to the poverty line that was subsequently adopted. The sharp rise in poverty experienced during this period was mainly driven by the fall in GDP and a sharp rise in inflation and less by a worsening of income distribution that during this period reached a level similar to that of the market economies.

The import-substitution industrialization of 1996–2002/03

Once the macroeconomic crisis of 1992–95 had been stabilized, more attention was given to the choice of a long-term development strategy. Towards the end of the stabilization phase, the government appeared to consider a shift towards a fairly liberal approach. An International Monetary Fund (IMF) stand-by arrangement was signed in 1994, trade and foreign exchange were partially liberalized in 1995, current account convertibility was planned for 1996 and large loans were obtained from the international financial institutions.

Yet, in 1996, both internal and external conditions deteriorated. Cotton production declined by 15 per cent. At the same time, the world price of cotton fell by 15 per cent. As cotton exports represented half of Uzbekistan’s foreign exchange earnings, these two shocks imparted a severe blow to the Uzbek economy. This crisis was instrumental in advising the adoption of a development strategy that prioritized the diversification of the economy through a process of domestic industrialization led by large enterprises on which the government exerted some influence. This approach was possibly encouraged by the success of the earlier import-substitution programme in energy and wheat. In practice, the government responded to the crisis by making a large loan to the cotton sector and changing course on its economic policy. In January 1997, the government formally introduced a multiple exchange rate system along with tighter controls on trade that were intended to support a strategy of import substitution, aimed at reducing its dependence on cotton. The choice of this inward-looking and state-centred approach was also influenced by the preference for what was perceived as a less risky ‘muddle-through’ approach, combined with a strong preference for a familiar command economy approach, and the desire to retain control over the allocation of resources and, ultimately, political power. Be this as it may, the IMF responded to the shift away from liberalization by suspending its stand-by facility. Large-scale lending by the EBRD and the World Bank were also cancelled. Relations with the IMF were basically put on hold – a situation that lasted until 2004.

External conditions and policy stance

Also during this period, policy making was influenced by a number of exogenous shocks, though these were generally less violent than during 1991–1995. Besides the 1996 cotton crisis mentioned above, the country was also hit by the

The macroeconomic stance was characterized by an effort to attain low budget and current account deficits, low inflation and low debt–GDP ratio through a mixture of orthodox and heterodox measures, including price repression, import controls and licensing. For instance, the government followed an unorthodox policy of gradual money tightening – except for the crisis periods – to avoid weakening the exchange rate, while a low fiscal deficit was achieved through an orthodox tax policy of sustained revenue collection and expenditure cuts. In turn, external balance was achieved mainly through import controls and rationing of foreign exchange, while external indebtedness remained low due to limited borrowing and the de facto closure of the capital account. Altogether, the policy stance was more orthodox than during the prior period.

In contrast, development policy differed substantially from the Washington Consensus model, which assigns a dominant role to a market-led allocation of resources and external integration based on comparative advantages. In the Uzbek’s import-substitution industrialization strategy, the state retained a major control on the intersectoral allocation of resources, the domestic market played a main role in absorbing the domestic output and the imports of investment and intermediate goods needed for the modernization of industry were financed by the exports of cotton, gold and other commodities with which the country is richly endowed.

Consistent with this goal, the government adopted the following policies. As noted, in an attempt to offset the cotton shock of 1996, fiscal policy turned sharply expansionary and the budget deficit widened from 4.1 per cent to 7.3 per cent of GDP. However, during the period 1997–1999 the deficit was reduced to a sustainable 2.5 per cent to 3.0 per cent of GDP. After 1999, the fiscal stance became even tighter as the deficit fell to 1 per cent of GDP, and in 2002–2003 it almost reached zero (see Table 12.2). Meanwhile, in an attempt to stimulate economic activity, the tax–GDP ratio was steadily reduced, entailing in this way a reduction of public expenditure on public investments and social transfers.

Likewise, in the aftermath of the 1996 cotton crisis monetary policy became very expansionary (see Table 12.3), as the growth rate of money supply in 1996 exceeded inflation and the ratio of money to GDP soared. This policy was quickly reversed and in subsequent years the government adopted a tight monetary policy, and real money supply trended downwards. Such policy aimed at avoiding putting pressure on the exchange rate, the ‘policy tool of choice’ for the achievement of the import-substitution industrialization objectives. Yet this policy occasionally resulted in liquidity shortages, leading in some cases to labour unrest and exchange problems. Meanwhile, the previous huge gap between nominal interest rates and inflation rates was reduced, though real interest rates remained negative. Credit policy continued to direct resources to the preferred sectors through the National Bank of Uzbekistan (NBU) and state-controlled commercial banks and so bypassed most small and medium-sized enterprises.
In early 1997, a multiple exchange rate regime was introduced by which currency proceeds from centralized exports of gold and cotton, as well as a 30 per cent to 50 per cent from non-centralized exports, were to be surrendered to the NBU at an official (overvalued) exchange rate. Access to foreign exchange at the (highly favourable) administratively-set official rate was ensured for selected enterprises that import essential inputs and for the servicing of foreign loans guaranteed by the government, while non-priority firms had to compete for limited supplies of foreign exchange at the bank rate – some 12 per cent to 15 per cent less favourable than the official rate – or at the open market rate, which was 1.3 times (in 1997) to 3.7 times (in 1999) more expensive than the official rate (see Table 12.5). The spread between the official and open market rate stabilized in 2000, and in 2002 the spread had fallen to 1.4. Estimates of the real exchange rate of the soum against the US dollar show a constant appreciation through 1999, followed by a decline starting in 2002–2003.

Thus, the exchange rate policy from 1997 to 2002 caused a huge resource transfer from the exporters of gold, cotton and other non-centralized exports to priority importers of capital and intermediate goods and entities that had to service international loans with government guarantees that were authorized to buy dollars at the official or commercial rate. The value of such transfer rose in line with the spread between official, commercial and curb market rate and the foreign exchange surrendering requirements (Rosenberg and de Zeeuw 2000). In addition, by causing an overdevaluation of the curb market rate well beyond the equilibrium level, such a system also caused a transfer of resources from the informal importers to the informal exporters. In 1999, the cotton sector transferred an estimated 6.7 per cent of GDP to the import sector, while gold transferred 5.2 per cent of GDP and decentralized exports 4.4 per cent (see Table 12.8). In addition, assuming a third of the transactions took place on the curb market, in 1999 the transfer from informal importers to informal exporters reached some 8 per cent of GDP (see Chapters 1 and 4 of this volume).

In principle, one can support the idea of using primary product earnings to finance the diversification of the economy, and that a system of direct control over foreign exchange may be the only concrete way to do so. While transparent taxes and subsidies are in theory superior, in practice it might be impossible to tax the exporters and transfer the revenue so obtained to the protected sector. Yet, such system of multiple exchange rates – as well as the overvaluation of the official rate – generated work disincentives in the export sector, a loss of efficiency in the overly protected import sector and a massive transfer of resources from the labour-intensive cooperatives (shirkats) and smallholder export agriculture, that is, sectors where over 70 per cent of the poor were located, towards a small, mostly urban-based, capital-intensive sector where poverty rates were low.

In addition, while most prices were freed by 1995, the prices paid by state agencies for the compulsory procurement of wheat and cotton remained well below world prices. From 1995 to 1999, the price paid for state orders of cotton averaged 54 per cent of the world price if the comparison is based on the official exchange rate, or 21 per cent if the comparison is based on the curb market rate (IMF 2000).
Thus, pricing policies combined with exchange rate policies to transfer resources out of agriculture and toward the capital-intensive industrial sector – that is, the automotive, chemical and some mechanical industries – which was further protected from foreign competition by means of tariff and non-tariff barriers. In turn, the foreign debt policy remained prudent. While rising above the 25 per cent alarm threshold in 2000 and 2001 – because of poor export performance and the bunching of short-term borrowings coming due in 2000 and 2001 – the debt servicing ratio remained at an acceptable level (see Table 12.4), in part because of the limited new external debt contracted. In contrast, the reform of the domestic banking and credit sector lagged behind. Though a few private banks were created, the majority of large banks remained in state hands.

Finally, expenditure on social transfers declined from 4 per cent to 2 per cent of GDP between 1996 and 2002. Child allowances suffered the biggest decline, as they were under-indexed for inflation and were targeted only on very poor families. Meanwhile, the funds assigned to social assistance dropped by half relative to GDP.

### Macroeconomic and growth performance

Aggregate performance was mixed. On the one side, macroeconomic balance further improved (see Tables 12.2, 12.3 and 12.4). The twin deficits fell to levels lower than those of most industrialized countries, the foreign debt service remained sustainable and in 2002 the NBU started accumulating sizeable reserves (see Table 12.4). Inflation

### Table 12.8 Implicit taxes and subsidies on foreign trade due to multiple exchange rate regime (in percentage of GDP, unless otherwise stated)

<table>
<thead>
<tr>
<th></th>
<th>1997</th>
<th>1998</th>
<th>1999</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign exchange inflows (implicit taxes)</td>
<td>6.0</td>
<td>10.7</td>
<td>16.2</td>
</tr>
<tr>
<td>Centralized exports</td>
<td>5.2</td>
<td>8.1</td>
<td>11.8</td>
</tr>
<tr>
<td>Cotton</td>
<td>3.4</td>
<td>5.4</td>
<td>6.7</td>
</tr>
<tr>
<td>Gold</td>
<td>1.8</td>
<td>2.7</td>
<td>5.2</td>
</tr>
<tr>
<td>Decentralized exports</td>
<td>0.9</td>
<td>2.6</td>
<td>4.4</td>
</tr>
<tr>
<td>Foreign exchange outflows (implicit subsidies)</td>
<td>8.5</td>
<td>10.4</td>
<td>15.1</td>
</tr>
<tr>
<td>Centralized imports</td>
<td>7.0</td>
<td>6.3</td>
<td>7.1</td>
</tr>
<tr>
<td>Other imports</td>
<td>1.5</td>
<td>4.1</td>
<td>8.0</td>
</tr>
<tr>
<td>Implicit subsidy provided by the NBU</td>
<td>2.5</td>
<td>–0.3</td>
<td>–1.1</td>
</tr>
</tbody>
</table>

**Memo items:**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Surrender requirement on non-centralized exports</td>
<td>30 30 50</td>
</tr>
<tr>
<td>Official exchange rate (sum/dollar)</td>
<td>67 95 125</td>
</tr>
<tr>
<td>Commercial bank’s exchange rate (sum/dollar)</td>
<td>75 105 163</td>
</tr>
<tr>
<td>Curb market exchange rate (sum/dollar)</td>
<td>150 270 540</td>
</tr>
<tr>
<td>Indicative equilibrium exchange rate</td>
<td>90 151 285</td>
</tr>
</tbody>
</table>

**Note:**

aweighted average of the three exchange rates listed above; the weights are the estimated shares of currency transactions in each of these three markets.

*Source:* adapted from Rosenberg and de Zuuw (2001).
fell further, though it remained above that of the other CARs. All this meant that the import-substitution strategy followed by Uzbekistan since 1997 was not characterized by the ‘macroeconomic populism’ that featured prominently in other unorthodox policy experiments.

In contrast, while approaching an acceptable 4 per cent a year, aggregate growth during 1996–2003 was systematically lower than the 6 per cent to 7 per cent recorded in the other CARs during the same period. What were the causes of such comparatively slower growth? As noted, the substitution of imported oil and wheat with domestic production was very successful and quickly reduced the country’s dependence on price-inelastic imports (see Table 12.6). In both cases, government control over the collective farms and the oil industry enabled it to quickly focus investments and technical assistance on these sectors, and to achieve self-sufficiency. Given the features of Uzbek agriculture, the weakness of its input and credit markets and the large indivisible investments required in the oil sector, it is unlikely that self-sufficiency could have been achieved so quickly had a market-led approach been followed.

In contrast, the import substitution in the industrial sector was – on the whole – less successful and implied a considerable misallocation of foreign exchange, credit and other resources that could have been assigned to the small and medium enterprise sector and agriculture. In addition, in view of the high capital intensity of the protected sector, the price paid in terms of lower employment was substantial (see below). As for microeconomic efficiency, data on capacity utilization, production and exports in the protected sector point to an uneven situation. Utilization rates were high in the oil, chemical and raw material complex, but mediocre or low in most others. For instance, capacity utilization oscillated between 19 per cent and 35 per cent in the automotive sector, and 10 per cent and 30 per cent in the engineering sector.

Inequality trends during the import-substitution-led recovery

Official data suggest that the Gini coefficient of the distribution of gross income rose from 0.31 in 1995 to 0.42 in 1997 and subsequently decreased to 0.39 in 2000. However, a closer look at the data suggests that – as in other economies in transition – rents, interests, property and entrepreneurial incomes are massively underreported and that, therefore, the Gini coefficient of overall inequality is likely to have reached 0.45–0.48 in the early 2000s. This means that inequality rose at a faster pace during the growth years of 1996–2002 than during the recessionary years of 1991–1995.

What explains this rapid inequality increase? To answer this question, the rise in total inequality is decomposed in the change in the degree of inequality of each income component – that is, wages, transfers, sales of agricultural products and capital incomes – and in the increase–decrease in the share of each income component in total income. With this approach, the changes in macroeconomic policies can be more easily linked to the changes in income shares and concentration coefficients.

A first factor leading to higher income disparity was a shift in the structure of household incomes. Indeed, the low-inequality components of total income – that
is, social transfers and wages – fell and the high-inequality ones – profits, rents, mixed entrepreneurial incomes and incomes from the sale of agricultural products – rose. The most dramatic shift concerned the collapse of the wage economy and social transfers (see Table 12.9). Meanwhile, the privatization of state assets, the removal of restrictions on private enterprises and the spread of commercial and speculative activities made it possible for those counting on assets, credit and information to start new businesses and acquire considerable profits and rents. All this raised the share of mixed incomes, profits, rents and other capital income that are distributed in a comparatively unequal way.  

One peculiar aspect of liberalization in Uzbekistan was the rise of incomes from the sale of agricultural products, though this benefited families with access to land, inputs, credits and markets but not those living in remote areas with limited amounts of good quality land and lacking access to credit, inputs and technical assistance.

How about changes in the concentration of the main income components? Information in this field is available only for wages and transfers. While during the stabilization phase of 1991–1995 the Gini coefficient of the wage distribution rose from 0.263 to 0.343, during the subsequent six years it climbed by another eight points to 0.421 (see Table 12.10). During the first period the increase was mainly due to the (somehow unavoidable) fall in the wage share of unskilled workers belonging to the bottom quintile and a symmetric rise in the share of the top quintile following the liberalization of wage formation and a severe recession that increased unemployment, especially among unskilled workers (see Table 12.10). The Gini rise observed between 1995 and 2001 resulted, in contrast, from a gradual but steady erosion of the wage share of the three central quintiles (see Table 12.10).

A common explanation of such increases in wage dispersion is that wage liberalization raised the demand for and wages of people with high human capital and new skills – for example, computer specialists, accountants, highly skilled industrial workers and bankers – who were in short supply. However, more than by skill level, wage inequality increased across industries. The sectors that gained were energy, petrochemicals, mining, metallurgy, construction, automotive, transport and finance. On the other hand, wages in state sectors, such as health, education

### Table 12.9 Percentage structure of the monetary income of the population, 1991–2004

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wages and salaries</td>
<td>57.0</td>
<td>44.2</td>
<td>39.4</td>
<td>32.3</td>
<td>28.3</td>
<td>30.4</td>
<td>28.4</td>
<td>28.6</td>
<td>29.6</td>
</tr>
<tr>
<td>Social transfers</td>
<td>25.2</td>
<td>16.7</td>
<td>14.8</td>
<td>13.8</td>
<td>14.9</td>
<td>15.5</td>
<td>16.2</td>
<td>15.7</td>
<td>15.8</td>
</tr>
<tr>
<td>Income from the sale of agricultural products</td>
<td>9.7</td>
<td>19.2</td>
<td>20.4</td>
<td>25.9</td>
<td>26.1</td>
<td>16.6</td>
<td>18.6</td>
<td>18.0</td>
<td>17.4</td>
</tr>
<tr>
<td>Other (interests, rents, profits, mixed entrepreneurial incomes)</td>
<td>8.1</td>
<td>19.9</td>
<td>25.4</td>
<td>28.0</td>
<td>30.7</td>
<td>37.5</td>
<td>36.8</td>
<td>37.7</td>
<td>37.2</td>
</tr>
</tbody>
</table>

*Note: January-November 2004.
Sources: Ministry of Macroeconomics and Statistics (Tashkent); CEEP (2004).*
and culture, declined faster than average due to the wage restraint imposed by the drive to fiscal balance. But the most dramatic decline concerned agricultural wages that by 2000 had fallen by almost two-thirds in real terms compared to 1991. Increasing wage inequality is thus explained by the highly capital-intensive pattern of the import-substitution industrialization that employed comparatively few, relatively highly skilled workers in the protected industrial and energy sector, the compression of agricultural wages in shirkats via the dual exchange rate mechanism and various forms of taxation of agriculture. In addition, the concentration of credit on the import-substitution industrialization sector led to a rapid rise in the number of people employed in the capital- and credit-starved informal sector where low wages and unstable labour relations were prevalent.

Changes in the volume and targeting of social transfers – that is, child allowances, unemployment compensation, pensions and other less important benefits – may also have contributed to the rising levels of inequality. The bulk of social assistance expenditures consisted of financial aid to needy families, families with children and subsidies to social services – in other words, expenditures that are well targeted on the poor. However, the increasingly tight fiscal policy that has been followed since 1997 led to a fall in the share of such expenditures in total expenditure and GDP, though their progressively more precise targeting moderated the negative impact of the decline in their volume on income inequality. Outlays on unemployment insurance and active labor market policies remained, in turn, insignificant. In contrast, the country’s universal pension system, which provides less equalizing transfers, was less affected and pensions broadly maintained their position in relation to wages. Thus, a decline in highly progressive expenditures and the relative stability of pensions are other factors, though likely not a central ones, that contributed to the rise in income inequality observed since 1995.

Poverty outcomes

With the recovery of 1996–1997, the PHR began to decline. Though data problems do not allow reaching clear-cut conclusions, it appears that the PHR fell from 44.5 per cent in 1994–1995 – a difficult biennium characterized by hyperinflation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>First 20%</td>
<td>11.2</td>
<td>6.9</td>
<td>6.5</td>
<td>6.1</td>
<td>6.0</td>
<td>6.5</td>
<td>6.5</td>
<td>6.1</td>
</tr>
<tr>
<td>Second 20%</td>
<td>11.8</td>
<td>11.1</td>
<td>10.9</td>
<td>10.6</td>
<td>10.5</td>
<td>9.3</td>
<td>9.3</td>
<td>9.2</td>
</tr>
<tr>
<td>Third 20%</td>
<td>15.7</td>
<td>15.4</td>
<td>15.0</td>
<td>14.4</td>
<td>14.3</td>
<td>13.8</td>
<td>13.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Fourth 20%</td>
<td>22.7</td>
<td>22.5</td>
<td>21.4</td>
<td>21.6</td>
<td>22.1</td>
<td>21.2</td>
<td>21.4</td>
<td>22.3</td>
</tr>
<tr>
<td>Fifth 20%</td>
<td>38.6</td>
<td>44.1</td>
<td>46.2</td>
<td>47.3</td>
<td>47.1</td>
<td>49.1</td>
<td>49.0</td>
<td>48.7</td>
</tr>
<tr>
<td>Quintile ratio (5th/1st)</td>
<td>3.4</td>
<td>6.4</td>
<td>7.1</td>
<td>7.8</td>
<td>7.9</td>
<td>7.5</td>
<td>7.6</td>
<td>8.0</td>
</tr>
<tr>
<td>Gini coefficient</td>
<td>0.263</td>
<td>0.343</td>
<td>0.360</td>
<td>0.374</td>
<td>0.375</td>
<td>0.420</td>
<td>0.418</td>
<td>0.421</td>
</tr>
</tbody>
</table>

(see Table 12.3) – to an official rate of 16 per cent in 2000–01. This value was computed on the basis of the HBS, and a poverty line computed according to the methodology developed by the Center for Economic Research based in Tashkent (CER 1997). Such a poverty line, however, is unrealistically low and underestimates the PHR. An assessment based on a common-practice poverty line leads to an estimate of 25 per cent. In turn, the World Bank (2002), which also used a poverty line different from the CER one, projected the 2000–01 PHR at 27.5 per cent.

There is also evidence that this less than satisfactory decline in the PHR fluctuated in line with the yearly changes in income inequality (see Figure 12.2) that, as just noted, followed an upward trend during this period. Indeed, given a constant poverty line \((z)\), the changes over time in the poverty headcount ratio \((\Delta PHR)\) can be decomposed into a percentage change in mean income per capita, \((\Delta GDP/c)\), a percentage change in its distribution \((\Delta Gini)\) and an interaction term \((IT)\):

\[
\Delta PHR = - \Delta GDP/c + \Delta Gini + IT
\]

Such a relation – in which \(\Delta PHR\) and \(\Delta Gini\) co-vary – is verified in Uzbekistan during the 1996–2002 period (see Figure 12.2) and confirms that any policy aiming at reducing poverty requires that inequality declines or, at least, does not increase.

The pattern of poverty that emerged during this period is linked to the macroeconomic policies that were followed. Indeed, unlike in many developing countries, poverty in Uzbekistan was not closely related to demographic and educational factors, but depended on employment status, activity levels, sector of employment, rural location and access to land, credit and inputs – that is, factors whose allocation was affected by the macroeconomic policies adopted during this
period. For instance, while in many developing countries, the level of education of the head of the household is the main predictor of poverty, this was not the case in Uzbekistan, where – as shown in Table 12.11 – families where the head of the household has completed secondary school have a risk of poverty that does not significantly differ from that of families where the head of the household has a lower education. Only families where the head of the household has a university education experienced lower levels of poverty.

Likewise, household size was not significantly greater among the poor than the non-poor (Cornia et al. 2003). The same applies to disability, the share of elderly and children in the total number of household members (in the rural sector) and dependence on minimum pensions. However, poor households had three or more children per family and lower activity rates in both rural and urban areas. For instance, while poor rural households had 5.4 dependents for each person with a regular income, for the non-poor the ratio falls to 2.9 (Cornia et al. 2003), meaning that poverty was associated to inactivity, part-time employment or underemployment among active adults (see Table 12.12). The unemployment rate (International Labour Organization definition) was only 4 per cent. Underemployment and low wages posed a bigger problem (Cornia et al. 2003). Underemployment took the form of part-time work, full-time work at low intensity and productivity, full-time employment with low productivity because of a lack of imported inputs or investments (as in small and medium enterprises), high-intensity jobs that produce goods that fetch artificially low prices or whose wages are paid with long arrears (as in agriculture, in the shirkats in particular) or in case of intense competition among job-seekers for few available jobs (as in the informal sector). Much underemployment of one kind or another was in agriculture, where low wages depended on the bad terms of trade of agriculture and low investment and productivity. The problems of underemployment and job

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Incidence of poverty</th>
<th>Incidence of extreme poverty</th>
<th>Share of population</th>
<th>Share of the poor</th>
<th>Share of extreme poor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education of household head</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–4 years</td>
<td>34.0</td>
<td>NA</td>
<td>8.4</td>
<td>10.4</td>
<td>NA</td>
</tr>
<tr>
<td>5–9 years</td>
<td>32.4</td>
<td>NA</td>
<td>13.3</td>
<td>15.7</td>
<td>NA</td>
</tr>
<tr>
<td>Secondary</td>
<td>31.3</td>
<td>NA</td>
<td>47.4</td>
<td>53.9</td>
<td>NA</td>
</tr>
<tr>
<td>Higher education</td>
<td>16.6</td>
<td>NA</td>
<td>14.7</td>
<td>8.9</td>
<td>NA</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>22.5</td>
<td>7.1</td>
<td>37.4</td>
<td>30.6</td>
<td>27.4</td>
</tr>
<tr>
<td>Rural</td>
<td>30.5</td>
<td>11.2</td>
<td>62.6</td>
<td>69.4</td>
<td>72.3</td>
</tr>
<tr>
<td>National</td>
<td>27.5</td>
<td>9.7</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Note:* NA = not available.

informality were compounded by the low (0.3–0.4) employment elasticity of growth in the capital-intensive sectors.

A dominant feature of Uzbekistan was – and still is – that rural poverty was significantly higher than urban poverty (see Table 12.12). Indeed, some 70 per cent of the poor and 72 per cent of the extreme poor are located in rural areas. The growing ‘urban bias’ of public policy, which led to the allocation of a disproportionate share of public expenditure, credit, foreign exchange, investment and other scarce resources to urban centres, has aggravated this trend in recent years. And so have the foreign exchange regime and state compulsory procurement in agriculture (see Table 12.8). While not all of the people in rural areas depended on agriculture, some two-thirds of them were engaged in farming. The available evidence (Cornia et al. 2003; World Bank 2002) suggests that in 2000–2001 much rural poverty was constituted by shirkat workers with low-paying jobs and owning small amounts of land that were not fully used for market production, either for its low quality or because of lack of credit and inputs.

**The emergence of a more liberal policy regime since 2002–2003?**

There are increasing, if contradictory, signs that the policy package that has evolved since 1996 is being gradually overhauled. No major changes have been reported in the field of macroeconomic balance, which continued to be characterized by low deficits and fairly low inflation and could, in fact, now be characterized as too deflationary. Fiscal and monetary policy (see Tables 12.3 and 12.4) permitted the reduction in the growth in consumer prices to 1.6 per cent in 2004, achieved fiscal balance and generated a huge surplus (13 per cent of GDP) in the current account balance (see Table 12.4).

The main sign of change in policy regime comes from the abandonment of the ‘cornerstone policy’ of multiple exchange rates and overvaluation of the nominal

### Table 12.12  Employment and incomes of the poor and non-poor

<table>
<thead>
<tr>
<th></th>
<th>Rural</th>
<th></th>
<th>Non-poor</th>
<th></th>
<th>Urban</th>
<th></th>
<th>Non-poor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Poor</td>
<td>All</td>
<td>Poor</td>
<td></td>
<td>All</td>
<td>Poor</td>
</tr>
<tr>
<td>Share of able bodied head of household who are:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>employed in the formal sector</td>
<td>46.1</td>
<td>35.6</td>
<td>48.4</td>
<td>52.3</td>
<td>33.7</td>
<td>55.4</td>
<td></td>
</tr>
<tr>
<td>employed at wage &lt; 2*minimum wage</td>
<td>38.4</td>
<td>65.1</td>
<td>34.2</td>
<td>14.2</td>
<td>42.3</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>employed but affected by wage arrears</td>
<td>23.8</td>
<td>34.0</td>
<td>22.2</td>
<td>7.2</td>
<td>17.4</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>with only one job</td>
<td>98.8</td>
<td>99.1</td>
<td>98.8</td>
<td>98.7</td>
<td>99.4</td>
<td>98.6</td>
<td></td>
</tr>
<tr>
<td>with more than one job</td>
<td>1.2</td>
<td>0.9</td>
<td>1.2</td>
<td>1.3</td>
<td>0.6</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>un/underemployed (working &lt; 10 hours/week)</td>
<td>12.4</td>
<td>15.4</td>
<td>11.9</td>
<td>7.4</td>
<td>11.9</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>employed in agriculture</td>
<td>39.7</td>
<td>49.3</td>
<td>38.2</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

**Note:**

NA = not available.

**Source:** Cornia et al. (2003) based on HBS 2001 data.
rate (see Chapter 4). Already in 2002, the official exchange rate was brought closer to the curb market rate (see Table 12.5). In October 2003, it was further devalued and unified at 975 soums per US$, while convertibility for current account transactions was introduced. Since then, the nominal exchange rate has been allowed to depreciate at a rate of 0.5 per cent per month, principally leaving the real exchange rate unchanged. The demand for foreign exchange is, however, indirectly restrained through border controls, import restrictions and a tight money supply – that is, through a high real interest rate and restriction of cash in circulation – that reduce the demand for dollars, so as to avoid putting pressure on the exchange rate and preserving currency reserves. Despite a huge trade surplus – estimated in 2004 at 13 per cent of GDP, import compression remained common (see Table 12.4). Meanwhile, the external debt situation poses no problem, especially in view of the rapid accumulation of reserves. Not all macroeconomic problems have disappeared, however, and major reforms are still needed in the fields of banking, credit and money supply. In particular, real borrowing rates are too high, loans are difficult to obtain and there is a shortage of cash in circulation.

While it is too soon to assess the impact of the recent policy changes, it appears that the unification and devaluation of the nominal exchange rate and the introduction of current account convertibility have generated – ceteris paribus – favourable equity and efficiency effects, as they improved the terms of trade of agriculture and enhanced the incentives to expand the domestic output of import substitutes and the production of labour-intensive exports that emerged as the most dynamic component of aggregate demand from 2002 to 2004 (see Table 12.7) and a key source of growth (see Table 12.1).

The positive poverty and inequality effect of the changes in the exchange rate area have, however, been partially offset by structural reforms. For instance, tax policy continued to aim at further reducing the tax–GDP ratio, though this likely had adverse equity effects as it entailed a reduction of highly equalizing social transfers. But the reform that had the greatest impact on poverty concerns was the land privatization programme. Beginning with the Presidential Decree of October 2003, poorly performing shirkats were converted into private farms, with the aim of distributing the land of 1,020 shirkats – out of a total of 1,840 – to private commercial farms by the end of 2006. By 2005, it had become clear that this process was accelerating, and that the conversion of shirkats into private farms will be completed by 2007. The emerging agrarian structure is being characterized by some 200,000 private farms with a modal size of 20–30 hectares claiming some 85 per cent of the sown area, and four million small family plots (dehkans) producing high-value foods, including fruits, vegetables and livestock, with an average size of 0.12 hectares, encompassing the entire rural population – and part of the urban one – and claiming 12 per cent of the sown area.

As suggested by Khan (2005), this approach is leading to a situation in which only one out of 14 rural households will receive enough land for private farming, thus exacerbating the already high level of assets and income concentration. This pattern of land distribution is responsible for the reduction in farm employment and the stagnation in rural poverty – despite an increase in agricultural exports – recorded
since the implementation of these reforms. Ministry of Labour data suggest that employment per hectare in private farms is about 36 per cent lower than in *shirkats*. In addition, many private farms moved from cotton to wheat production, which is less labour intensive, causing a further reduction in employment of almost 7 per cent. As a result, between 2002 and 2005, many *shirkats* workers were made redundant,\(^\text{11}\) contributing to a rise in rural unemployment and a decline in agricultural wages. Most of the people made redundant depend upon casual work, have fallen back on household production using small plots or have migrated under distress to the daily labour market of Tashkent or to Russia or Kazakhstan.

**Tentative conclusions**

The policies pursued in Uzbekistan since 1995 represent an interesting policy experiment that produced appreciable results – such as a stable macroeconomy, moderate but steady growth, an acceptable capital accumulation, some initial export diversification and so on. Together with the successful heterodox stabilization of 1991–1995, the Uzbek policy model represents an original ‘second best’ approach that is well suited to the specific conditions of an economy in transition lacking markets and institutions and prone to external shocks. At the same time, this approach has become increasingly suboptimal as it does not permit maximizing output growth and poverty reduction under the present, relatively favourable, circumstances. The exchange rate policy adopted until 2002–2003 imposed excessive distributive and efficiency costs on agriculture and the small and medium enterprise sector, and its abandonment generated perceptible gains. Likewise, the credit and banking policies have penalized small and medium enterprises and the farm sector. As a result, such policies skewed the distribution of income and thus reduced the poverty alleviation elasticity of growth. Indeed, the distributive distortions caused by these policies more than offset the redistributive effects of declining but still comparatively generous, minimum pensions, child allowances and *mahallas*-administered social assistance. Finally, some of the macroeconomic changes introduced since 2002–2003 in part corrected these problems but need to be expanded, while the land privatization programme launched in recent years generated considerable unemployment, worsened the distribution of assets and income and pushed rural poverty upward.

This criticism does not entail a wholesale abandonment of the import-substitution industrialization experiment initiated in 1996 or of the land privatization programme started in 2003. But it requires a revision of the sectors and instruments of the import-substitution policy, a shift to a strategy that combines protection of some domestically-oriented infant industries with the promotion of exports in sectors with considerable potential, as well as a more equitable distribution of land.

**Notes**

\(^1\) The author would like to thank Uktam Abdurakhmanov, Bahkodur Eshonov, Sheila Marnie, Ulugbek Olimov, C.P. Chandrashekar and participants in the United Nations Research Institute for Social Development meeting on ‘Pro-poor Macroeconomics’ in...
Florence on 24–5 February 2005 for providing comments or helping to obtain the data included in this study. The usual caveats apply.

2 The government retained significant control over many enterprises, whether public or privatized, and over cotton and grain production. In all of these cases, the government developed ‘indicative plans’ that in many instances served as output targets.

3 At any point in time, the Gini coefficient can be decomposed as follows:

\[ G_t = \sum s_i C_{it} \]

where \( C_{it} \) is the concentration coefficient of the \( i \)-th income component and \( s_i \) its share in total income – the concentration coefficient \( C_{it} \) is similar to the Gini index except that the ranking of individuals is by the total income and not the \( i \)-th income components. As a result, \( C_{it} \) can rank between 1 and \(-1\). Changes over time in Gini coefficient can therefore be decomposed:

\[ \Delta G = G_{t+n} - G_t = \sum \Delta s_i C_i + \sum \Delta C_i s_i + \sum \Delta s_i \Delta C_i \]

where \( \Delta s_i \) and \( \Delta C_i \) refer to changes of the income shares and concentration coefficients over the period \( t \to t+n \). In practice, this decomposition of the overall increase in income inequality requires knowledge of the shares of each type of income and the concentration coefficients for both the initial and final year.

4 To give an idea of the different degree of inequality of the distribution of the various income components, it suffices to note that in 2000 the concentration coefficient (or ‘quasi-Gini’) of their distributions ranked by total household income per capita was \(-0.028\) for poor relief and aid to families with children administered by the mahallas, 0.208 for income in kind from food self-consumption, 0.367 for pensions, 0.386 for wages and salaries, 0.449 for entrepreneurial (mixed) income, 0.523 for income from the sale of farm products, 0.546 for private transfers and 0.548 for property and other incomes.

5 A Gini coefficient of the wage distribution of 0.42 is rather high and denotes an inadequate functioning of the labour market. For instance, in the transition economies of Central Europe the Gini coefficient of the wage distribution ranged between 0.28 and 0.30 in 1995. Only Russia and Ukraine had coefficients in the 0.44–0.46 region (Cornia 1996).

6 The ratio of the maximum to minimum wage by sector rose from 2.76 in 1995 to 4.36 in 2001.

7 In 2000, there were only 42,000 registered unemployed (or 0.4 per cent of the labour force). The reason for such a low rate is that the value of the unemployment subsidy is insignificant, while the related transaction costs are high.

8 Men retire at 60 and women at 55. Pensions are paid by a pension fund, which has an independent status from the national budget that, however, covers its shortfall in case of deficit.

9 Prior to 1994, the country did not conduct an HBS based on a random sample. Income inequality and poverty were estimated on the basis of a (non-representative) Soviet-style HBS of 4,000 households drawn from the employed population of different sectors. This type of survey, which does not include those employed in the growing informal sector or who opted for voluntary inactivity, have continued to be undertaken. In addition, in 1994, 20,000 randomly selected families were surveyed by the State Statistical Commission. In turn, in 2000–2001 and 2003, HBSs were carried out with the technical assistance of the World Bank. The 2003 data, however, are not yet available.

The country does not have an officially sanctioned poverty line. In 1997, a poverty line equal to the per capita cost of a basic food basket ensuring an energy level of 2,100 calories and a few basic non-food consumption items was established by CER (CER 1997). Such an approach takes into account the fact that most families own the house where they live and have almost free access to education and primary medical services. In 2001, this unofficial poverty line was equal to 2,917 soums or almost $7 per person per month, based on the official exchange rate of 423 soums to the US$.

10 This period also witnessed a reduction in state procurement quotas for cotton and wheat and the abolition of all other products.

11 For instance, 75,000 agricultural workers were made redundant in Kashkadaria, one of Uzbekistan’s 14 regions.
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Introduction

With the adoption of the Millennium Development Goals, poverty reduction has been placed at the centre of international policy debates on economic development. The ability to achieve rapid poverty reduction critically depends upon the extent of economic growth and on its impact on poverty. This, in turn, depends on initial inequality and changes in inequality during the growth process (Klasen 2005). As can be shown analytically, the highest poverty impact will occur in an environment of low initial inequality and pro-poor distributional changes (World Bank 2000; Bourguignon 2003). As a result of these findings, the term ‘pro-poor growth’ (PPG) has been coined to describe growth that achieves high rates of poverty reduction (Klasen 2004; AfD et al. 2005).

The policy implications of aiming for PPG have been discussed for some time (see Klasen 2004) and are the subject of a recently concluded 14-country case study project called Operationalising Pro-Poor Growth co-ordinated by several bilateral donors and the World Bank (AfD et al. 2005). While many policies are likely to affect the ability of a country to achieve PPG, the focus of this chapter is narrower. It investigates the ability of macroeconomic policy to foster or hinder PPG. After a general discussion, the chapter focuses on Bolivia to illustrate in which ways macroeconomic policies adopted in that country have affected PPG in this country over the past 20 years. In this sense, the analysis draws on selected findings from the study on Bolivia prepared for the Operationalising Pro-Poor Growth project (see Klasen et al. 2004 for more details), but also places this in a larger context of the debates on PPG.

The chapter is organized as follows. The first section discusses the concept of PPG and the findings of the recent debate about the potential impact of macro policy. The next section then discusses the recent trends in growth and poverty reduction in Bolivia. The following sections discuss macro policies and link them to the results of a Computable General Equilibrium (CGE) analysis on the impact of macroeconomic policies on PPG, both to understand the past record of the link
as well as to analyse forward-looking policy options. The last section summarizes the main results and suggests policy conclusions for the scope of macro policy to promote PPG in Bolivia and elsewhere.

**PPG and macro policy: concepts and evidence**

Before discussing the role of macro policy in PPG, it is useful to briefly discuss the concept of PPG. This is a large topic, which will only be summarized briefly here.² While some authors see PPG as growth that is accompanied with inequality reduction (see Kakwani and Pernia 2000), others (Ravallion and Chen 2003) talk of PPG when aggregate growth yields some positive benefits to the poor, independently of what happens to inequality. While these are significant differences on a very serious issue, the two positions can be reconciled from a policy perspective if PPG is considered as a rate rather than as a state, that is, if the aim is to maximize income growth of the poor (see Klasen 2005; AfD et al. 2005). If this position is taken, it is clear that high average growth as well as pro-poor distributional change could both contribute to raising income growth of the poor. Also, this way of framing the issue clarifies that there can be trade-offs or win–win situations between growth and changes in inequality that will affect the income growth of the poor. As is shown below, there can indeed be win–win situations as well as trade-offs when examining particular macro policies and their impact on PPG.

There is a very large literature that has examined the impact of macro policy on growth or distributional change, much of which was generated from the debates about structural adjustment and its ability to foster growth and poverty reduction. While some of the findings of this literature remain contentious, Klasen (2004) attempted to summarize what we have learned from these debates about macroeconomic policy and its effects on PPG and argued that a core policy consensus has emerged on a number of macro issues, while there are also intense remaining debates and/or insufficient research on particular aspects. Table 13.1 presents the results of this consensus as well as the areas of debate as they pertain to macroeconomic policy (see also Chapter 1). This general debate sets the stage for an analysis of macroeconomic policy issues in Bolivia, a subject to which this chapter now turns.

**Macroeconomic developments, structural reforms and PPG in Bolivia**

Bolivia is a large land-locked country with low population density, difficult terrain and a poorly developed transport and communications infrastructure. It is characterized by great economic and social inequalities with deep historical roots. Apart from a Spanish-speaking minority consisting of people of Spanish and mixed descent that has dominated political and social affairs since its independence was achieved in the early nineteenth century, the majority is constituted of a heterogeneous indigenous population living in different parts of the country.
### Table 13.1  Macroeconomic policies to promote PPG: research findings, consensus policies and remaining debates

<table>
<thead>
<tr>
<th>Policy issue</th>
<th>Research finding</th>
<th>Agreed policy implication</th>
<th>Areas of debate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroeconomic stability</td>
<td>Macroeconomic stability is a critical (though not sufficient) condition for PPG; the poor are hurt particularly hard by high inflation and high macroeconomic volatility.</td>
<td>Monetary and exchange rate policy should aim for low inflation and competitive exchange rates; fiscal policy should aim for low budget deficits.</td>
<td>Should exchange rate policy principally be used to fight inflation? How quickly should stabilization occur in order to avoid a recession?</td>
</tr>
<tr>
<td>Monetary and exchange rate policy</td>
<td>Overvalued exchange rates and high black market premia hurt economic growth and tend to be anti-poor.</td>
<td>A competitive and possibly undervalued exchange rate is a critical ingredient to ensure macro stability; government intervention necessary to manage capital inflows.</td>
<td>Fixed or floating rates? What is the role of capital controls to manage inflows and outflows during crises? Should undervaluation be a goal?</td>
</tr>
<tr>
<td>Fiscal stance</td>
<td>Large budget deficits hurt growth and are unsustainable. Rapid expenditure cuts can often undermine delivery and quality of critical services such as health and education and thus hurt the poor.</td>
<td>Governments should aim for moderate budget deficits through broadening of the tax base and, if necessary, a refocusing of expenditures (especially cuts in subsidies to state-owned enterprises and unproductive sectors). During crises, cutting expenditures rapidly is neither feasible nor desirable.</td>
<td>Mix of tax increases, tax broadening and expenditure cuts?</td>
</tr>
<tr>
<td>Financial sector</td>
<td>Severe financial repression hurts savings and promotes capital flight. Poorly sequenced financial sector reforms can be counterproductive and destabilizing.</td>
<td>Capital account and financial sector reform should be phased in slowly, be implemented only if macro stability has been achieved and be accompanied by tight regulation, competition policies, and policies to improve access of the poor.</td>
<td>Should the state allocate credit to priority sectors? Should the state be involved in providing credit for the poor? What policies should be adopted to mobilize domestic savings?</td>
</tr>
<tr>
<td>Trade policy</td>
<td>An anti-export bias hurts growth and the poor; import liberalization can be anti-poor and not sufficient to generate supply response. Diversification is essential for long-term growth.</td>
<td>Focus should be on removal of anti-export bias (for example, competitive exchange rate and duty draw-back schemes); should provide of infrastructure to assist exports, especially for export diversification.</td>
<td>Is more activist state intervention – for example, export subsidies and subsidized credit for exporters – needed to boost non-traditional exports?</td>
</tr>
</tbody>
</table>

Source: Adapted from Klasen (2004).

Until the revolutionary government of Victor Paz Estenssoro was installed in 1952, most indigenous people lived in serf-like arrangements in rural areas. The agrarian reform in 1953 freed the peasants in the highlands and gave them access to land. Since then, population pressure has led to increasingly smaller landholdings and growing landlessness. In other parts of the country, particularly the lowlands, large estates dedicated to commercial farming predominate. As a result, the Gini coefficient of land inequality stood at 0.768 in 1989, indicating, as in other Latin American countries, a high degree of land concentration (Deininger and Squire 1998). The other main sources of income in the highlands, tin and silver mining, became progressively less lucrative and were sharply curtailed in the 1980s. Instead, the production and exports of coca leaves became a major source
of income in some highlands and valley areas and the ebb and flow of coca eradication efforts have played a significant role in the income sources of poor rural households in these areas. In contrast, the previously largely unpopulated lowlands surrounding Santa Cruz have become the focus of settlement and growth in recent decades, fuelled by large-scale farming and the discovery of important oil and gas deposits.

Politically, Bolivia oscillated between military dictatorships and civilian rule between the 1950s and the early 1980s when the latest military government was replaced with a democratic one, and democracy has persisted ever since. But Bolivia’s democracy remains fragile with, until recently, little indigenous representation, and a significant extra-parliamentary opposition that has ousted two governments in the last three years.

Regarding economic policies, Bolivia had pursued a state-led import-substitution policy until the 1980s, which was largely financed through the export of tin and silver. The first democratic government under Hernán Siles-Zuazo (1982–1985) faced a very difficult internal (drought, social unrest) and external environment (debt crisis, global recession and collapse of tin prices in 1985) and allowed hyperinflation to develop, which led to a collapse of the government in 1985. Paz Estenssoro took over and first undertook a strict stabilization plan, which ended hyperinflation and brought back internal and external stability (Sachs and Larraín 1998).

In addition, the Paz Estenssoro government began implementing a Nueva Política Económica comprising a wide range of World Bank and International Monetary Fund (IMF)-supported structural reforms. These reforms were continued by most successive governments so that Bolivia stands out as having undertaken more structural reforms inspired by the so-called ‘Washington Consensus’ than most other developing countries (Rodrik 2003; Lora 2001). These reforms included product market deregulation, domestic and external capital market deregulation, fiscal reforms involving the simplification and broadening of the tax structure, expenditure cuts on the public service and parastatals, while expanding social sector spending, trade liberalization, liberalization of the foreign direct investment (FDI) regime and the restructuring, closure and ‘capitalization’ of the large state-owned companies.3 In contrast, labour market reforms were minor and consisted only of reducing government intervention in wage setting and cutting wages and benefits for public sector employees.

In several respects, Bolivia’s structural reforms produced positive outcomes. Macroeconomic stability was achieved and low inflation, low fiscal deficits and a relatively stable exchange rate were maintained throughout this period. The fiscal reforms, combined with the reform of the public sector, ensured that the fiscal situation improved dramatically during the 1990s (see Table 13.2). Exports and economic performance also improved and Bolivia grew at around 4 per cent per year from 1990 to 1998, though in per capita terms output grew at only 1.5 per cent. This relatively positive performance was aided by a favourable external environment characterized by a high rate of growth among Bolivia’s main trading partners, the expansion of natural resource exports and a surge in FDI that accompanied the capitalization process. The memories of the 1985 hyperinflation, an open capital account and the
uncertainty typical of a small open economy led to an increasing dollarization of the economy, which permeates the financial system and significantly limits the possibility of conducting an active monetary and exchange rate policy. There were few attempts to combat dollarization, which remains extremely high, as 77 per cent of deposits and 97 per cent of loans are denominated in dollars (Schweickert et al. 2005). In fact, Bolivia is probably the most dollarized economy among those countries that stopped short of adopting the US dollar as legal tender (IMF 2003).

In addition, a range of structural weaknesses remain, including a high reliance on the exports of primary commodities such as minerals, hydrocarbons and cash crops, weak institutions (weak protection of property rights, high corruption, contraband economy, high regulatory burden for start-ups, high informality of the economy) (Kaufman et al. 2003; World Bank 2004b) and a persistently low domestic savings rate (see Table 13.2), which makes Bolivia heavily dependent on capital inflows to finance investment.

Since 1998, growth decelerated to an average of only about 1.5 per cent per year and became negative in per capita terms. The main causes for this slowdown were a series of external shocks, including the strong devaluations and recessions in Argentina and Brazil in 1999 and 2002. This led to a sharp real appreciation of the Boliviano that was fixed to the US dollar. The monetary authorities did little to combat such phenomenon due to the risks entailed by devaluation in a dollarized economy, and instead stuck to their policy of allowing only small devaluations against

### Table 13.2 Basic economic indicators for Bolivia

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP growth</td>
<td>1.62</td>
<td>4.08</td>
<td>3.93</td>
<td>2.18</td>
</tr>
<tr>
<td>Agriculture excluding mining</td>
<td>0.33</td>
<td>4.10</td>
<td>2.08</td>
<td>2.38</td>
</tr>
<tr>
<td>Mining</td>
<td>−0.16</td>
<td>4.07</td>
<td>2.36</td>
<td>2.80</td>
</tr>
<tr>
<td>Services excluding public administration</td>
<td>1.21</td>
<td>4.94</td>
<td>6.93</td>
<td>1.47</td>
</tr>
<tr>
<td>Public administration</td>
<td>−0.98</td>
<td>1.88</td>
<td>3.93</td>
<td>2.44</td>
</tr>
<tr>
<td>Industry/manufacturing</td>
<td>2.02</td>
<td>4.40</td>
<td>3.80</td>
<td>1.94</td>
</tr>
<tr>
<td>Export growth (goods and services)</td>
<td>15.56</td>
<td>4.08</td>
<td>1.54</td>
<td>0.02</td>
</tr>
<tr>
<td>Export growth (merchandise)</td>
<td>5.04</td>
<td>5.89</td>
<td>−0.89</td>
<td>0.09</td>
</tr>
<tr>
<td>Export growth (mineral and hydrocarbon)</td>
<td>−0.81</td>
<td>−2.49</td>
<td>−2.81</td>
<td>0.18</td>
</tr>
<tr>
<td>Average share of mineral and hydrocarbon exports to GDP</td>
<td>13.68</td>
<td>10.17</td>
<td>7.57</td>
<td>7.65</td>
</tr>
<tr>
<td>Average share of agricultural exports to GDP</td>
<td>2.14</td>
<td>3.87</td>
<td>5.16</td>
<td>5.28</td>
</tr>
<tr>
<td>Current account deficit</td>
<td>−5.28</td>
<td>−3.53</td>
<td>−6.05</td>
<td>−4.38</td>
</tr>
<tr>
<td>Budget balance</td>
<td>−0.38</td>
<td>−1.92</td>
<td>−2.33</td>
<td>−5.06</td>
</tr>
<tr>
<td>Inflation</td>
<td>2,414.35</td>
<td>13.41</td>
<td>7.43</td>
<td>3.10</td>
</tr>
<tr>
<td>Savings rate (domestic)</td>
<td>10.91</td>
<td>9.05</td>
<td>10.53</td>
<td>7.52</td>
</tr>
<tr>
<td>Investment rate</td>
<td>14.42</td>
<td>15.15</td>
<td>18.70</td>
<td>15.09</td>
</tr>
</tbody>
</table>

*Source: World Bank (2003); UDAPE (various issues); INE (various issues).*
the dollar, by some 8 per cent in 2001, falling to 4 per cent in 2002. As a result, the economy slowed down considerably, credit contracted sharply as the financial sector experienced a build-up of non-performing loans. As a result of this recession and of costly amendments to the pension reforms, the budget deficit soared to an unsustainable level, making even more uncertain an already explosive political and social situation (World Bank 2004a). The financing of this soaring budget deficit through domestic and international borrowing has placed Bolivia in an increasingly vulnerable situation where a rising share of government spending must be allocated to debt-service payments, thereby wiping out some of the gains realized with the heavily indebted poor countries (HIPC) debt relief programme (World Bank 2004a).

The most important results regarding poverty and inequality are summarized in Table 13.3. There is a steep gradient in poverty levels between capital cities, towns and rural areas, with poverty being much higher in the latter. As far as the poverty rate is concerned, the differential between capital cities and rural areas grew over time – from about 25 percentage points in 1989 to nearly 29 in 2002. This is not true, however, when we consider the poverty gap, for which the differences

Table 13.3 Poverty and inequality trends using the moderate poverty linea

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Poverty headcount ratio</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital citiesb</td>
<td>67.2</td>
<td>59.5</td>
<td>51.1</td>
<td>55.1</td>
</tr>
<tr>
<td>Townsc</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Rural areas</td>
<td>ND</td>
<td>89.6</td>
<td>83.4</td>
<td>83.8</td>
</tr>
<tr>
<td>Total</td>
<td>ND</td>
<td>76.9</td>
<td>65.2</td>
<td>67.2</td>
</tr>
<tr>
<td><strong>Poverty gap</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital citiesb</td>
<td>32.9</td>
<td>25.7</td>
<td>21.0</td>
<td>24.4</td>
</tr>
<tr>
<td>Townsc</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Rural areas</td>
<td>ND</td>
<td>58.3</td>
<td>47.7</td>
<td>44.9</td>
</tr>
<tr>
<td>Total</td>
<td>ND</td>
<td>45.5</td>
<td>32.5</td>
<td>32.9</td>
</tr>
<tr>
<td><strong>Gini Coefficient</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital citiesb</td>
<td>0.505</td>
<td>0.481</td>
<td>0.455</td>
<td>0.540</td>
</tr>
<tr>
<td>Townsc</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Rural areas</td>
<td>ND</td>
<td>0.475</td>
<td>0.423</td>
<td>0.421</td>
</tr>
<tr>
<td>Total</td>
<td>ND</td>
<td>0.555</td>
<td>0.525</td>
<td>0.551</td>
</tr>
</tbody>
</table>

Notes:
aThe moderate poverty line is, in line with standard practice in Bolivia, applied to income in urban areas and consumption in rural areas (as income data are considered not to be reliable there and consumption data are not available for the urban household surveys prior to 1997). While the extreme poverty line in Bolivia is only based on ensuring adequate nutrition, the moderate poverty line also makes allowance for some non-food expenditures. The moderate poverty line stood at about $40 per capita per month, the extreme poverty line at about $20. For details about the poverty lines and the incidence of extreme poverty line, see Klasen et al. (2004).
bCapital cities refer to the nine departmental capitals and El Alto (the city adjacent to La Paz).
cND = no data. Due to the absence of nationally representative and comparable household surveys prior to 1999, the results for the years before 1999 are based on a data-matching exercise between urban household surveys and nationally representative Demographic and Health Surveys (Klasen et al. 2004).

Source: Author’s calculations.
between capital cities, towns and rural areas has somewhat narrowed. This suggests that the very poor were able to make some gains in the 1990s while rural dwellers close to the poverty line did not benefit as much. Third, there is a clear poverty trend in capital cities, which closely mirrors macroeconomic conditions. Thus, poverty declines considerably between 1989 and 1999 and increases again between 1999 and 2002. In contrast, in towns and rural areas the poverty dynamics is not as closely related to macroeconomic developments. In particular, there is no poverty reduction at all in rural areas between 1989 and 1994, then poverty fell considerably between 1994 and 1999, while between 1999 and 2002 the poverty headcount ratio stagnated and the poverty gap recorded a slight reduction. Sensitivity analyses (not shown, see Klasen et al. 2004) generally confirm this picture, but suggest that poverty reduction in rural areas was even lower.

The trends in income inequality closely follow that of poverty, but with some additional features. In particular, the sharp increase in inequality in capital cities between 1999 and 2002 is noteworthy. In other areas, inequality seems to have fallen, thereby somewhat offsetting the dramatic worsening of inequality in capital cities. Overall, the Gini in 2002 is similar to 1989. In contrast, the much poorer rural poor have been more insulated from changes in the overall economic environment and their poverty trends have followed another logic.

A way to examine the linkages between growth, inequality and poverty is the Ravallion measure of Pro-poor Growth, which calculates the average growth rates of the population quantiles that were poor in the initial period (Ravallion and Chen 2003). The growth incidence curve derived from this analysis is shown for the period 1989–2002 (see Figure 13.1), while data for sub-periods are available in Klasen et al. (2004).

![Figure 13.1 Growth incidence curve for Bolivia, 1989–2002](source: Ravallion and Chen (2003)).
Figure 13.1 shows that, for the entire country and period, quantile growth rates were positive for all groups, and moderately downward sloping from the 10th to the 90th percentile suggesting that, on the whole, the poor gained proportionately more from growth than the rich. This is not true below the 10th percentile and above the 90th percentile suggesting that the extremely poor did not benefit as much and that the very rich benefited more from growth. Matters are different when different parts of the country are considered. In departmental capitals and in El Alto, growth over the period was anti-poor with the poor gaining less than the rich – particularly because of the influence of the 1999–2002 period – while it was strongly pro-poor in towns and moderately pro-poor in rural areas.

Table 13.4 presents for different sub-periods the annual rates of PPG provided for the entire 1989–2002 period in Figure 13.1. Overall, there was PPG of 1.9 per cent to 2.2 per cent per year between 1989 and 2002, which was mostly due to high PPG in towns and some PPG in rural areas, while the rate of PPG in capital cities was negligible.

### Table 13.4  Annual growth rates per capita

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total Bolivia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth rate in the mean</td>
<td>1.41</td>
<td>2.23</td>
<td>−1.29</td>
</tr>
<tr>
<td>Mean of growth rates for:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely poor</td>
<td>2.16</td>
<td>3.39</td>
<td>−0.88</td>
</tr>
<tr>
<td>Moderately poor</td>
<td>1.85</td>
<td>3.21</td>
<td>−2.22</td>
</tr>
<tr>
<td>All</td>
<td>1.67</td>
<td>2.98</td>
<td>−2.56</td>
</tr>
<tr>
<td><strong>Departmental capitals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth rate in the mean</td>
<td>1.19</td>
<td>2.01</td>
<td>−1.51</td>
</tr>
<tr>
<td>Mean of growth rates for:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely poor</td>
<td>0.44</td>
<td>2.56</td>
<td>−6.30</td>
</tr>
<tr>
<td>Moderately poor</td>
<td>0.48</td>
<td>2.58</td>
<td>−6.44</td>
</tr>
<tr>
<td>All</td>
<td>0.69</td>
<td>2.50</td>
<td>−5.01</td>
</tr>
<tr>
<td><strong>Other urban areas</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth rate in the mean</td>
<td>1.76</td>
<td>2.89</td>
<td>−1.90</td>
</tr>
<tr>
<td>Mean of growth rates for:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely poor</td>
<td>4.70</td>
<td>6.23</td>
<td>0.48</td>
</tr>
<tr>
<td>Moderately poor</td>
<td>4.22</td>
<td>5.80</td>
<td>−0.22</td>
</tr>
<tr>
<td>All</td>
<td>3.75</td>
<td>5.25</td>
<td>−1.03</td>
</tr>
<tr>
<td><strong>Rural areas</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth rate in the mean</td>
<td>0.87</td>
<td>0.94</td>
<td>0.59</td>
</tr>
<tr>
<td>Mean of growth rates for:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely poor</td>
<td>2.07</td>
<td>2.31</td>
<td>1.86</td>
</tr>
<tr>
<td>Moderately poor</td>
<td>1.86</td>
<td>2.18</td>
<td>0.99</td>
</tr>
<tr>
<td>All</td>
<td>1.73</td>
<td>1.99</td>
<td>0.86</td>
</tr>
</tbody>
</table>

**Notes:** Growth rates use the actually observed levels of income/expenditure where available (in capital cities throughout and elsewhere from 1999 onwards). For a sensitivity analysis of such results, see Klasen et al. (2004), which mainly shows that growth and PPG in rural areas was smaller.

**Source:** Author’s calculations.
It is useful to consider sub-periods. Between 1989 and 1999, there was a considerable amount of PPG in total Bolivia, in other urban areas and in rural areas regardless of the poverty line. In addition, the rate of PPG exceeded the growth rate in the mean, suggesting that growth was accompanied by falling inequality. The particularly high growth rate across Bolivia as a whole (2.23 per cent) was due to growth in the three areas plus a shift in the composition of the population from the poorer rural areas to the richer urban areas. In contrast, between 1999 and 2002 there was a strongly anti-poor contraction in capital cities, wiping out most of the gains the urban poor had made in the previous 10 years. In the other urban areas, the contraction was not particularly anti-poor so that the poor had roughly stagnant incomes. In rural areas, incomes continued to rise, although slowly, and growth continued to be somewhat higher for the poor than the non-poor. Given that the rural poor predominate among the poor, overall growth was only slightly anti-poor between 1999 and 2002, and this finding is sensitive to the choice of the poverty line.

With the exception of the strongly anti-poor growth in capital cities in recent years, it appears that growth has been quite pro-poor throughout most of the last 15 years, and particularly so in towns and moderately so in rural areas. While these results appear inconsistent with the low poverty reduction in rural areas shown in Table 13.3, they are entirely consistent when it is noted that the depth of poverty in rural areas is so large that even considerable PPG does not lift many of the poor above the poverty line, though it does reduce the poverty gap, as indeed happened particularly between 1994 and 1999. Thus, the problem of Bolivia’s poverty is not so much that growth in the 1990s has been biased against the poor, but that overall growth has not been very high and that the initial inequality was so large that the poor remained poor despite some improvements in incomes. It would probably have taken another decade of such growth to make serious inroads into poverty, particularly in rural areas. Unfortunately, that did not happen. Thus, with the type of growth experienced since 1999, rural poverty will not change much in the future, while urban poverty would sharply increase.

Before discussing the determinants of PPG, it is useful to briefly discuss the structure of gross domestic product (GDP) and the sources of overall growth in Bolivia during the past 15 years. In 2002, agriculture made up about 14 per cent of GDP, half of which is subsistence agriculture where many of the rural poor live. Another 10 per cent is generated by mining, oil, and gas and only about 16 per cent by manufacturing. Most of this manufacturing consists of food and raw materials processing, with hardly any light or heavy industry present in the country. The remainder of GDP consists of services of various kinds. In contrast to its low contribution to GDP, agriculture employs 60 per cent of the workforce, sales employs another 10 per cent, while manufacturing, oil and gas and high-value services employ only a small fraction of the workforce. Thus, Bolivia is a highly dualistic economy with most employment in low value-added agriculture and the small-scale service sector and little employment in manufacturing and the modern resource sector.

Overall growth between 1989 and 1999 was mainly driven by rapid growth in commercial agriculture, oil and gas production – and associated construction and
production in the electricity, gas and water sector, some small-scale food processing industries and some services. In contrast, subsistence agriculture, mining, hotels and restaurants and public administration grew less than proportionately. Between 1999 and 2002, virtually all sectors grew at a slower rate, with the exception of oil and gas, which expanded production due to enhanced exports to Brazil. It should also be noted that the oil, gas and mineral sectors only account for about 10 per cent of Bolivia’s GDP and less than one per cent of its employment, but more than 40 per cent of Bolivia’s exports, so that the importance of these sectors for Bolivia’s external position is much larger than its GDP share. Thus, Bolivia has a highly dualistic economy, with the most dynamic sectors being the oil and gas sector, industrial agriculture – concentrated in the lowlands – and some high-value service sectors, which are also highly capital-intensive with few linkages to the poor.

Clearly, Bolivia’s economy suffers from considerable segmentation, with the poor being largely excluded from the income-generating and growth processes. This segmentation primarily reflects a significant urban–rural divide, an ethnic divide and a segmentation of the economy into a subsistence agriculture in the highlands and a resource-based economy in the valleys and lowlands. The urban–rural divide is largely due to a strong educational inequality, an uneven population distribution, poor infrastructure and a highly segmented urban formal labour market with few opportunities for outsiders. The ethnic divide overlaps considerably with the urban–rural divide, but further discriminates the indigenous populations who have fewer opportunities in the education system and labour market.

These divisions would be less important if it had been possible to ensure that productivity in highlands agriculture, the mainstay of incomes for many of the poor, had improved in past decades. But here, success has proved elusive for most producers. Given the importance of highland agriculture for employment and incomes, the failure to improve productivity there is critical (see Eastwood and Lipton 2000; Timmer 1997; Klasen 2004).

The poverty impact of macro policies

Bolivia’s macro and public expenditure approach to poverty reduction has closely followed the World Bank’s 1990 blueprint (World Bank 1990), which focused on a growth-oriented strategy and investments in human capital of the poor aimed at enhancing their participation in the growth process. For those who were left behind, safety nets – such as the Bolivian Social Fund and public works programmes – were supposed to try to address this problem. While this approach worked as long as growth generated increasing resources available for expanding social spending, it failed to sufficiently promote the productive activities of the poor and to address the large equity problems permeating Bolivia’s society.

The macro policy agenda mainly focused on stabilization and liberalization. One particular objective was to ensure low and stable inflation and this was achieved over the last 20 years (see Table 13.2). Given that inflation tends to hurt disproportionately the poor, this policy is likely to have supported poverty
reduction. In addition, the external capital account was liberalized and a friendly foreign investment regime was established. While this allowed a significant increase in FDI throughout the 1990s (Schweicker et al. 2003; World Bank 2004a) the liberalization of the external capital account contributed to a further dollarization of the economy, with the result of severely limiting the room of manoeuvre of exchange rate policy. While being neither pro-poor nor anti-poor, dollarization increases the vulnerability of the economy to exchange rate shocks – such as the appreciation of the US dollar, or the sharp devaluation of the Argentinian and Brazilian currencies in 1998 and 2002 – which hit the poor most as they are unable to shield themselves against such shocks. It also prevents Bolivia from using devaluation to kick-start export-based growth, as has been done in many other developing countries (Rodrik 2003). In addition, while improving the allocative efficiency of Bolivia’s economy, the strong trade liberalization that was pursued further undermined the ability of Bolivia to manage its external environment in ways to support poor producers, particularly in an environment of sharp fluctuation in the exchange rates of its trading partners.

In the fiscal and public expenditure area, the pro-growth agenda initially dominated policy making and fiscal policy aimed at low budget deficits, which was achieved through tax reforms, prudent expenditure policies and divestiture from loss-making state-owned enterprises. Tax reforms largely focused on broadening the tax base through a value added tax and a transactions tax, which together made up some 60 per cent of tax revenues in 2002. A hydrocarbons tax is the only other significant tax, generating about 18 per cent of revenues (Servicio de Impuestos Internos 2003). As a result, the tax system is less progressive, an objective that could have been achieved by imposing an income tax on those employed in the formal sector, a serious tax on large landholdings or other real estate or surcharges for particular items mainly consumed by the non-poor.

As long as growth was relatively high in the 1990s, and tax revenues continued to rise, the government was able to maintain a relatively low budget deficit, while at the same time ensuring rising expenditures for priority social sectors, such as health and education. Public social expenditures as a share of GDP rose sharply in the 1990s, and public capital expenditure was also high by international standards (World Bank 2004a). Indeed, excluding social security, Bolivia now devotes the second-highest share of its GDP to public social expenditures in Latin America and was consequently able to sharply improve average health and education indicators in the 1990s (World Bank 2004c). This approach was supported by generous aid flows and complemented by funds made available by HIPC I and II, with the latter being channelled entirely to the municipalities to fund priority investments, mostly in the social sectors and infrastructure.

Public social expenditure reaches the poor to varying degrees (World Bank 2004a, 2004c). It is proportional in health, slightly pro-poor in primary education, but anti-poor for higher levels of education, infrastructure spending and strongly anti-poor as far as public pension expenditure is concerned.

The ability to combine fiscal discipline with rising social expenditures collapsed in the late 1990s and led to ever-rising and now unsustainable budget deficits that
reached 9 per cent of GDP in 2002. Three factors account for this deterioration (World Bank 2004a). First, tax revenues plummeted in line with the economic slowdown that began in 1999, while expenditures continued to rise. Second, a mismanaged pension reform led to much higher than anticipated outlays and now absorbs 5 per cent of GDP, while providing benefits to only two per cent of the population, most of them non-poor formal sector retirees in urban areas. Third, due to Bolivia’s decentralization programme and the allocation of the HIPC funds to the municipalities, there is little central control or even information over expenditures at subnational levels, thereby weakening the ability of the central government to maintain fiscal discipline.

Thus, the Washington Consensus-type policies that maintained economic growth and social stability in the 1990s became unstuck. In a situation where inequality, social and ethnic tension are high, such an approach proved unsustainable and extremely fragile. It has contributed to great opposition to the government and calls for populist reforms and thrown wide open the debate about the appropriate economic model that the constitutional assembly should now adopt.

Simulation of past and future macro policy changes using a dynamic CGE model

To formally assess the impact of shocks and policies on PPG, this section makes use of a dynamic CGE model. The model has an overall neoclassical structure but with important structuralist features, particularly relating to a segmented labour market, credit rationing in the capital market and the limited mobility of factors between sectors and household types. While this section focuses on the simulation of forward-looking policies and on the ability of such policies to reduce poverty and inequality, it will also comment on the extent to which the model is able to explain past performance in the fields of growth, inequality and poverty reduction. While assessing its results, two central characteristics of the model have to be kept in mind. First, growth is determined by changes in the endowments of factors of production such as capital and labour, as well as by the efficiency with which these are used. As for the latter, the model assumes an exogenously given rate of total factor productivity (TFP) growth of 2 per cent per year. Thus, all simulated changes will depend on changes in the stocks of capital and labour. The major driving forces of labour dynamics are population change, migration, the rate of labour productivity growth and the change in human capital. Of these, the model takes into account only population changes, which are kept constant over simulations, and migration. The driving forces of capital accumulation are domestic savings and foreign capital inflows as well as relative returns on financial – domestic and foreign – and physical assets. Since net capital inflows are exogenously given in most simulations, differences in growth rates across simulations are the result of changes in total domestic savings. Second, the model assumes full employment for all types of labour and capital categories in each period of the simulation horizon. Hence, unlike other models for Bolivia that analyse short-run issues (see Jemio 2001; Jemio and Wiebelt 2003; Thiele and Wiebelt 2004), this
model neglects Keynesian multiplier effects that might result from changes in consumption and investment expenditures. These two characteristics imply that the model cannot be viewed as a short-run projections model, and is not intended for that purpose. It is better suited to explain medium- to long-term trends and structural responses to changes in external conditions and development policy. But the problems facing PPG are inherently longer-run problems, and the model thus naturally places an emphasis on the long run rather than on the short run, growth rather than stabilization and trends rather than cyclical fluctuations.¹²

A scenario that describes how the Bolivian economy might evolve in the absence of shocks and policy changes serves as a benchmark against which all alternative developments will be evaluated. In this scenario, the economy exhibits smooth economic growth of about 4.7 per cent on average over a 10-year period (see Table 13.5), where economic growth is driven by capital accumulation, an exogenously given growth of the labour force and an exogenously given growth of 2 per cent of TFP. This not only describes an optimistic forward-looking scenario, but also effectively describes the record of the 1990s. The growth process is associated with roughly constant domestic savings and investment ratios, which implies that the large savings gap is not closed over time. The continuing savings gap corresponds to a persistent current account deficit, and both are reflected in a fairly stable real exchange rate.

While total value added by sector barely changes over time, more pronounced shifts are taking place within sectors. Within agriculture, for example, the more productive export-oriented segment gains at the expense of the traditional subsistence sector. The same pattern prevails in services, where higher productivity growth and a higher income elasticity of demand raise the provision of formal relative to informal services.

### Table 13.5  The impact of shocks and policies on growth and poverty

<table>
<thead>
<tr>
<th></th>
<th>Average growth (%)</th>
<th>National headcountᵃ</th>
<th>Urban headcountᵃ</th>
<th>Rural headcountᵃ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline scenario</td>
<td>4.7</td>
<td>55.3</td>
<td>38.9</td>
<td>82.8</td>
</tr>
<tr>
<td>Terms-of-trade shock</td>
<td>4.7</td>
<td>55.6</td>
<td>39.1</td>
<td>83.3</td>
</tr>
<tr>
<td>El Niño</td>
<td>4.4</td>
<td>56.3</td>
<td>39.7</td>
<td>84.1</td>
</tr>
<tr>
<td>Declining capital inflows</td>
<td>4.4</td>
<td>56.3</td>
<td>40.3</td>
<td>83.3</td>
</tr>
<tr>
<td>Nominal devaluation</td>
<td>4.5</td>
<td>56.7</td>
<td>40.4</td>
<td>83.9</td>
</tr>
<tr>
<td>Real devaluation</td>
<td>4.7</td>
<td>54.8</td>
<td>38.1</td>
<td>82.9</td>
</tr>
<tr>
<td>(restrictive monetary policy)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labour market reform</td>
<td>5.0</td>
<td>54.4</td>
<td>37.4</td>
<td>82.8</td>
</tr>
<tr>
<td>Tax reform (revenue-neutral)</td>
<td>5.0</td>
<td>53.9</td>
<td>37.0</td>
<td>82.4</td>
</tr>
</tbody>
</table>

Note:
ᵃRatio at the end of the 10-year simulation period; the initial poverty headcounts are: 63.6 per cent national, 49.7 per cent urban, and 86.9 per cent rural.

Source: Klasen et al. (2004).
The baseline scenario suggests that without further policy reforms and without external shocks the rise in urban inequality observed during the 1990s will continue, and that the rural–urban income gap will widen. In addition, inequality within rural areas will also increase. In both urban and rural areas inequality is already high, which is why aggregate growth in Bolivia barely reduces poverty. As the following data indicate, this holds in particular for rural areas. Indeed, in the course of the simulated 10-year period, the national poverty headcount ratio merely declines from 63.6 per cent to 55.3 per cent. The moderate reduction in poverty is a consequence of a decrease in the urban headcount from 49.7 per cent to 38.9 per cent, and a reduction in rural poverty of only four percentage points from 86.9 per cent to 82.8 per cent. Even under this optimistic scenario, Bolivia would just manage to reach its revised and rather modest national poverty reduction target. Poverty reduction in rural areas falls short of the reduction projected in the Poverty Reduction Strategy Papers (PRSP), while urban poverty declines faster.

The next scenarios consider, more realistically, the effect of recurrent output shocks due to El Niño, terms of trade and capital flows (see Table 13.5). The simulations show that El Niño lowers growth, increases poverty in rural areas directly and raises urban poverty indirectly. It also leads to higher inequality in both areas. Terms of trade shocks, such as the 10 per cent decrease in world market prices for agricultural and mineral products, differ from supply shocks, such as El Niño, in that they do not impair production capacities and thus do not lead to major output losses as long as the economy operates at or near full employment. They nevertheless increase rural poverty, particularly in modern agriculture, and indirectly affect urban poverty. A FDI fall by almost a third, as observed in 2000, causes only about half of the immediate output losses of El Niño, but the impact turns out to be much more persistent. Even after 10 years, growth has not fully recovered and poverty has increased substantially, particularly in urban areas.

All in all, a realistic baseline scenario for Bolivia's medium-run development prospects would have to acknowledge that under the current policy framework average growth rates are unlikely to lie markedly above 4 per cent. Compared to the optimistic scenario, this implies worse prospects for poverty reduction. These simulations also help explain Bolivia’s record in the 1990s, where both favourable and unfavourable shocks of the type investigated here explain well the growth and poverty performance recorded then.

The discussion now turns to simulations involving macroeconomic policies, the main focus of this analysis. One of Bolivia’s biggest achievements since the beginning of reforms in 1985 has been the containment of inflation by means of prudent monetary, fiscal and exchange rate policies. It might be argued that, with an internal equilibrium that is firmly established, the exchange rate could be devalued to improve external competitiveness and income distribution (Schweickert et al. 2003).

Yet a higher yearly devaluation of the Boliviano within the present crawling peg regime causes an almost complete exchange rate pass-through to domestic prices, which will rise by nearly the same amount as the nominal devaluation, as the
country’s ability to respond to higher import prices with an increase in competitive import-substituting domestic production is limited. The resulting real devaluation is therefore too small to provide the incentives for a significant reallocation of resources and have a discernible effect on aggregate performance. Real effects, however, are felt on the financial side of the economy. Indeed, in the highly dollarized Bolivian economy the value of most assets and liabilities is indexed to the dollar exchange rate. As a consequence, the net wealth position of net creditors in the financial system improves, while that of net debtors worsens. Since the economy as a whole – in particular, the government – is a strong net foreign debtor, the overall wealth effect of the devaluation is negative. The deterioration of the domestic wealth position leads to a drop in aggregate real investment and a fall in the growth rate, which accelerates over time due to the compound interest rate effect. Meanwhile, the two richest household groups – that is, employers and employees – are net creditors and thus benefit from the revaluation of assets caused by the devaluation that in this way reinforces existing wealth disparities. All other household groups are adversely affected by the decline in growth. Unskilled workers and urban informal workers are hurt most severely because many of them are employed in the construction sector where production slows down due to lower real investment demand. As a consequence, urban inequality increases and urban poverty rises somewhat more than rural poverty. Thus, in the present environment of near complete pass-through to domestic prices, high dollarization and large foreign debt, a real devaluation would be counter-productive and poverty-increasing. Conversely, removing any one of these three constraints would change the impact of devaluation considerably. In fact, follow-up work with the CGE model (Schweickert et al. 2005) shows that – in the absence of dollarization – the ability to effect a real depreciation through a nominal devaluation is much enhanced, thus allowing Bolivia to offset the impact of external shocks and actually use devaluation as a policy to stimulate GDP growth, as done in many other developing countries (Rodrik 2003).

In the current dollarized environment, a real devaluation can be achieved only if the central bank conducts a restrictive monetary policy. By constraining the ability of banks to supply credit, such policy temporarily lowers real investment demand and thereby exerts downward pressure on the domestic price level. The drop in real investment, in turn, causes a temporary economic slowdown. While the investment slowdown makes non-agricultural workers, in particular construction workers, less well off, the real depreciation entails minor losses for urban informal sector workers and minor gains for rural households. After the short-run adjustments, the economy soon shifts back to the old growth path, and household incomes evolve largely as in the base run. All in all, the negative impact on poor households often attributed to real devaluations is unlikely to occur in Bolivia, but clearly such a policy does little to promote PPG, thereby highlighting the bind Bolivia is in regarding its ability to use monetary and exchange rate policies to further PPG.

By Latin American standards, Bolivia has also made remarkable progress in the area of structural reforms (Lora 2001). The main exception is labour market
reform, where Bolivia lags behind most other Latin American countries. Among the labour market distortions that still prevail, the segmentation of the urban labour market stands out. The tax system is another area where further reforms may be warranted. In particular, the question arises of whether the income tax, which hitherto has been of only marginal importance, should become a major source of government revenues.

If the government makes it easier for urban informals to be employed as unskilled workers in the formal labour market, for example, by lowering the costs of dismissal or by granting more options for temporary work, the obvious direct effect is that average real wages fall for unskilled formal workers and rise for urban informals. Better earning opportunities in the urban informal sector, in turn, induce a sizeable rural–urban migration, which moderately increases the incomes of those who remain in traditional agriculture. At the macro level, the efficiency gains achieved by reducing labour market segmentation – the wage differential between informal labour and unskilled labour is roughly halved – translate into an acceleration in the average growth rate of 0.3 percentage points in relation to the base run (see Table 13.5). Urban poverty decreases because of higher growth, but it takes several periods for the positive growth effect to materialize. The rural income distribution changes somewhat in favour of poorer groups due to the gains experienced by smallholders. This change and a slight increase in rural growth do not show up in the poverty headcount, but the rural poverty gap falls moderately (see Klasen et al. 2004 for details).

Next, the switch to a more progressive income tax regime is considered. If higher income taxes are combined with lower indirect taxes so as to arrive at a revenue-neutral tax reform, the economy-wide outcome is quite positive. Lower indirect tax rates cause an expansion of capital-intensive industries – oil and gas, mining, intermediate goods – on which the indirect tax burden is highest, and so boost investment and growth. Overall, given the current tax structure, a revenue-neutral tax reform can be expected to improve Bolivia’s growth performance. As for household incomes, the decrease in indirect taxes raises private consumption expenditures, thereby offsetting the negative demand effect that higher income taxes have on smallholders and urban informals. The main beneficiaries of the reform are non-agricultural workers, many of whom work in the mining and intermediate goods sector, as well as in construction, which benefits from higher investment demand. The expansion of the construction sector additionally favours urban informals so that on balance their incomes rise significantly in relation to the base run. The gains of these two groups reduce the urban headcount ratio by up to two percentage points, and even rural poverty falls a little due to the growth effect (see Table 13.5).

To summarize the findings of the policy simulations, it is worth noting that the evolution of poverty and growth in urban areas followed the external shocks in the 1990s. Rural development was more dependent on climatic conditions and the lack of private and public investments. The failure to implement labour market reforms appears to have held back growth and urban poverty reduction. A deregulation of the urban labour market would also have had a positive, if limited,
impact on rural incomes by providing an incentive for additional rural–urban migration.\textsuperscript{13}

As for the future, some conclusions can be drawn about the policy options for PPG as well as the constraints of Bolivia’s economy that the model analysis has served to highlight. Turning to the former issue, the main conclusion is that, currently, the opportunities for achieving PPG are much better in urban than in rural areas. Given the available policy choices, Bolivia could clearly exceed the targets for urban poverty reduction set in the revised PRSP. Rural poverty reduction, by contrast, risks falling short of the targets due to a combination of recurrent external shocks and limited policy options.

Turning to the constraints, the analysis has shown that accelerating PPG in Bolivia requires reducing the country’s significant structural weaknesses. A critical weakness is the low domestic savings rate that forces Bolivia to rely on foreign capital inflows, which in turn leads to a high degree of dollarization, foreign debt, vulnerability to external shocks and inability to manage the external trade and monetary environment to support PPG. A second weakness is Bolivia’s high dependence on natural resources whose exploitation has few linkages to the poor, but can have significant anti-poor effects.\textsuperscript{14} Third, Bolivia’s economy exhibits such a high degree of dualism that even well-managed growth policies do not reach the poor in rural areas or have little impact on their poverty. Last, Bolivia’s high initial inequality militates against success in poverty reduction, particularly in rural areas. While the policy packages discussed above can help with PPG, only success in tackling these four deep-seated issues will enable Bolivia to enter a sustainable path toward higher growth and poverty reduction.

Conclusion and policy implications

The following key lessons emerge from the above discussion. First, macro stability has been a prerequisite for PPG.\textsuperscript{15} The stabilization of hyperinflation in 1985 and the structural reforms that ensured low inflation and low fiscal deficits since the late 1980s have been critical in setting the stage for the sustained growth of the 1990s. Second, the reforms of the trade and investment regime, privatization and financial sector reform also helped to sustain growth in the 1990s. At the same time, they did little to address Bolivia’s main structural weaknesses. Also, the structural reforms further increased the vulnerability to external shocks, which are the key driver of growth in the last 20 years. In particular, the open trade regime, dollarization and open capital account were critical elements in increasing the external vulnerability of the economy. While a favourable external environment boosted growth and FDI in the 1990s, the growth slowdown of the late 1990s was largely driven by external events. Third, this approach to policy making has severely circumscribed the options for active macro management in the area of exchange rate and monetary policy (see Chapter 4). In particular, dollarization and open capital account prevent the adoption of a monetary policy to counteract external shocks or kick-start an export-led growth process.
Fourth, the growth associated with these structural reforms did little to address the large inequalities in Bolivia while the recent slowdown has hurt the poor, particularly the urban poor, considerably. Thus, this approach to macro policy making proved to be insufficient for achieving sustained PPG. Fifth, an approach to policy making combining Washington consensus policies in the macro area with an expansion in social investments leads to PPG only if the macro policies deliver sustained long-term growth. Due to the external vulnerability of that growth, this was not possible in Bolivia and thus the approach to address poverty and inequality through social spending is no longer a viable option. This calls into question the policy package proposed by the World Bank in 1990 which promoted such a policy package all over the developing world.

While it is fairly easy to identify the shortcomings of this macro policy approach, it is considerably harder to come up with a policy package that would avoid these shortcomings. In particular, many of the constraints to developing a PPG agenda cannot be addressed by macro policy. This is so for several reasons. First, the deep-seated inequalities in the economic, political, and social sphere cannot wait for positive distributional consequences of better macro policies that might materialize over the long term. In fact, in the current political environment, it is very hard to have a frank discussion about medium- to long-term PPG strategies at all. In such a discussion, the issues of land reform, tax reform, and conditional transfer programmes for the poor must now receive high priority (Klasen et al. 2004). Similarly, further political, constitutional, and governance reform might be necessary. Second, PPG is often less constrained by policies, than by their insufficient and distorted implementation. As discussed in Klasen et al. (2004) and Kaufman et al. (2003), severe governance problems often undermined otherwise well-intentioned pro-poor policy approaches such as decentralization, the national dialogue and PRSP process, and the implementation of agrarian reform. Third, Bolivia’s unfavourable initial conditions reduce its options for pro-poor policy making. Being a small land-locked economy with a poor infrastructure and an uneven population distribution is likely to reduce the returns to any PPG agenda considerably.

Nevertheless, it is useful to point to a few macro policy issues that ought to be considered as part of a pro-poor policy agenda. First, at the international level the question should be re-opened whether debt relief in the case of Bolivia was deep enough. After several years of low growth, the foreign debt burden is high, putting pressure on the fiscal side and sharply curtailing any room for devaluations to improve the country’s competitiveness. Fortunately, Bolivia looks set to benefit from the new round of debt relief agreed by Group of 8 leaders recently.

Second, measures to raise domestic savings should be strengthened (see Chapter 5). These should focus on the institutional strengthening of the financial sector by establishing reliable savings institutions in small towns and rural areas, expanding the coverage of the new fully-funded pension system – which, at the moment, covers only 10 per cent of workers (World Bank 2004c), shielding savings from the risk of inflation through indexed products and a complete indexation of the economy, and promoting public savings by limiting transfers to the pension system, saving part of the proceeds from the gas project, obtaining further debt
relief or increasing share of grant aid. Third, measures to reduce dollarization should be pursued more vigorously so as to increase the ability of monetary authorities to adopt pro-poor monetary policies. The results presented in this chapter and in Schweickert et al. (2005) show that such a policy could enable the government to manage its exchange rate in support of a PPG agenda. Given the long record of low inflation, it should be in the interest of the government to begin pushing back the dollarization of its economy. This could be done by introducing a tax levied only on dollar-denominated transactions and differential reserve requirements for dollar versus Boliviano deposits, and by popularizing inflation-indexed securities as the main form of new government debt.

Once dollarization and the associated external vulnerability are reduced, a much more active management of the exchange rate would become possible, and a one-off devaluation to promote international competitiveness and boost outward-oriented growth ought to be seriously considered. To maintain this flexibility, controls on capital inflows might be needed to ensure that they do not destabilize the currency and financial markets. Last, to achieve sustained PPG, Bolivia will need to diversify its export base. To do this, a more active export promotion strategy would be needed to develop high-value niche exports. The currently considered cadenas productivas initiative is a good start, but should be strengthened by providing strategic incentives to promote non-traditional exports.

Notes

1 I would like to thank Giovanni Andrea Cornia and the participants in the United Nations Research Institute for Social Development workshop on Pro-Poor Macroeconomics at the University of Florence on 24–5 February 2005 for helpful comments and discussions. I specifically thank Rainer Thiele and Manfred Wiebelt for their work on the CGE model and for helpful comments and discussions on a broader version of this chapter. Part of this work is based on a larger case study on PPG (Klasen et al. 2004). Funding from the BMZ Bank via KfW Development Bank for this larger case study is gratefully acknowledged.

2 Interested readers are referred to Ravallion and Chen (2003), Klasen (2004, 2005) and AfD et al. (2005) for detailed discussions on this issue.

3 This refers to a scheme where public companies sell a 50 per cent stake to strategic investors (where the proceeds remain with the companies to finance a pre-specified investment programme). The proceeds from the remaining shares are used to finance an annual old age pension (the Bonosol) for all citizens over the age of 65. This way, electricity, railway, telecommunications, mining, the national airline and the national hydrocarbon company were transferred to (mostly foreign) strategic investors who took management control of these companies.

4 It should be noted that measurement error might have a considerable influence at the two tails of the distribution so that these results should be treated with some caution.

5 Given these divisions, the generally pro-poor nature of growth – including in rural areas – seems surprising and is probably due to favourable weather conditions, the coca economy and some migration and remittance linkages. See Klasen et al. (2004) for more details.

6 Similarly, it was not possible to affect the distribution of income via a real depreciation that would favour poor export- and import-competing producers at the expense of wealthier consumers of imports (Klasen 2004).
Such taxes could, however, face compliance problems in an economy where contraband is widely available and tax evasion is considerable (Delgadillo 2000). In 2003, a few taxes were changed to increase tax revenues, but they did not seriously affect the progressivity of the tax system.

See Wiebelt (2004) for a detailed discussion of the model.

Two comments are in order. First, while a TFP growth of 2 per cent is slightly higher than in the 1990s, it appears realistic for an ‘optimistic’ baseline scenario. Second, it can be speculated that some of the simulated policies will have a favourable impact on TFP growth via knock-on effects.

Exceptions are the simulations of declining capital inflows, where capital inflows are changed exogenously, and of a devaluation, which changes the domestic currency value of capital inflows.

Domestic savings are the sum of savings by households, firms and government. Households are assumed to have a constant marginal propensity to save. For firms and banks, savings are determined residually as the difference between their revenues and costs. For the state, savings are determined residually, with revenues depending on the tax base and expenditures being based on fixed real consumption expenditures and investment related to GDP growth.

This feature of the model explains the rather small effects that are identified, as the model is not intended to capture short-run demand-related changes in productivity and capacity utilization as well as structural shifts of the economy, both of which would probably lead to larger effects.

There are indications that the model underestimates the response of migration to changes in wage differentials. Additional research is needed to see whether the modeling of migration replicates the adjustment patterns actually observed in Bolivia.

In Klasing et al. (2004) an expansion of natural gas exports is also investigated as a potential means to higher growth, particularly if combined with labour market and tax reforms and if the proceeds were channelled into investment rather than consumption. But due to Dutch disease effects and their capital-intensive and enclave nature, such an expansion would bypass rural areas and significantly increase inequality. Only a coordinated policy package combining higher gas exports with targeted transfer programmes and other pro-poor interventions would allow Bolivia to achieve higher PPG and allow significant poverty reduction also in rural areas.

For an investigation of the impact of macro stability on PPG, see Lopez (2005).
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Has Macroeconomic Policy Been Pro-Poor in Brazil?

Jorge Saba Arbache

Introduction

Over the last 25 years, Brazil has experienced profound economic changes. Following the international economic instability of the late 1970s and the debt crisis of the early 1980s, Brazil launched structural adjustment programmes with the intention of solving external account imbalances and controlling high inflation rates. In 1990, Brazil undertook a major break from a century-long era of import-substitution strategy (ISI) that left its economy essentially closed towards the end of the 1980s, and introduced economic reforms involving trade and capital account liberalization, the privatization of state companies, the deregulation of markets and a successful stabilization plan. These reforms have been reshaping the economy very rapidly and are giving rise to economic transformations. Table 14.1 shows, however, that the pre-reform per capita output growth rate is significantly higher than that of the post-reform period (1990–2004). The social indicators are also disappointing. Poverty is at a very high level for a middle-income country and has been reduced only very slowly, while income inequality is not only at a very high level, but has also increased over time. To the extent that structural reforms are widely understood to be conducive to growth and be pro-poor, these statistics suggest that something went wrong.

Brazil is a country that is particularly well suited to grasping a better understanding of whether macroeconomic policies in general and structural reforms in particular favour the poor. Its economy ranks among the highest globally in terms of gross domestic product (GDP), and has experienced one of the highest average growth rates of the last century. However, it remains thoroughly rooted in the developing world. Socioeconomic inequality involves subtle forms of residential, educational and workplace discrimination that tends to segregate members of distinct socioeconomic strata, so that they live, work and circulate in different settings. The poor have limited – and at times no – access to government services such as health, education and sanitation and limited participation in the formal labour market. Consequently, they are generally not covered by labour legislation or by most social protection schemes. Poverty is widespread in urban and rural
areas, reaching the highest levels in rural parts of the northeast region. Various forms of deprivation, growth of favelas (shanty towns), urban violence, street children and epidemics of diseases have been common not only in large, but also in medium-sized and small cities all over the country. The pervasiveness of high levels of poverty and inequality, along with the high concentration of land and property and low growth rates, have created tensions in rural and urban areas in the last few years. Pillaging and seizures of unused private land and urban properties fuelled conflicts in various parts of the country, especially in the poorest regions, as the numbers of landless workers increased. The rising social problems and the limited effectiveness of governmental policies to tackle the huge social problems raised concerns and uncertainties and a call for urgent policies to promote growth and create jobs.

This chapter reviews the recent economic policies and their impacts on the poor, and examines macro policies required to allow poverty reduction. I begin by presenting the economic policies of the following periods and their impacts on growth and the poor: 1980–89, 1990–2002 and 2003–04. The split between the first and second periods is due to the major break of policy orientation from 1990 onwards. The last period seeks to examine whether the economic policy of President Lula da Silva favours the poor as compared to his predecessors. This is followed by a discussion of macroeconomic policy alternatives that can lead Brazil towards a faster and more equitable growth and rapid poverty reduction. The chapter concludes with some final remarks and the lessons drawn from Brazil’s case.

The 1980–1989 period

The economic policy
A brief description of the economic policy orientation in previous decades is helpful as they set the starting conditions for the 1980s. The closure of international markets to Latin American goods during the Great Depression encouraged a shift from export-oriented to domestic-oriented economies. In Brazil, it encouraged a drive towards industrialization, which was already underway, and towards a greater role of the state in the economy. Although the shift in economic orientation was

<table>
<thead>
<tr>
<th>Period</th>
<th>Per capita output growth rate (%)</th>
<th>Percentage of population below poverty line</th>
<th>Gini coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970s</td>
<td>5.9</td>
<td>40.0</td>
<td>0.561</td>
</tr>
<tr>
<td>1980s</td>
<td>0.98</td>
<td>43.0</td>
<td>0.592</td>
</tr>
<tr>
<td>1990s–2004</td>
<td>0.58</td>
<td>35.5a</td>
<td>0.600a</td>
</tr>
</tbody>
</table>

Note: a refers to 1990–2002.

a response to market closures, it soon developed ideological components, both political and economic.

Credit was provided at subsidized rates and the financial sector was repressed. The relative abundance of credit, along with an overvalued exchange rate, encouraged importing inputs to develop capital-intensive industries. This allowed for considerable industrialization in Brazil and for the decline of agricultural output as a percentage of GDP. The ‘infant’ industries were protected through a host of measures such as import licenses, tariffs and subsidized interest rates. Unlike the rapidly growing Asian economies, protected industries were not forced to compete in international markets, which had not created an incentive for higher productivity. The ISI favoured high employment and the domestic industry, but at the cost of low levels of efficiency.

Despite the rapid growth of world trade following the Second World War, Brazil was preoccupied with domestic markets. Brazil began to consider exports only in the 1960s. However, the dynamic of the economy was still inward-oriented and institutional incentives allowed the survival of firms that would have been uncompetitive in international markets. The size of Brazil’s internal market, the possibility of limited competition and changes in US banking laws encouraged foreign investment. By the 1970s, foreign lending became critical to Brazilian development strategies, which explicitly accepted moderately high levels of inflation – 15 per cent to 30 per cent – and increased indebtedness as a fundamental part of the development process. Viewing the oil shocks of the 1970s as short-term disturbances, the government refused to slow down the economy or to correct inflationary distortions and fiscal deficits.

After the second international oil shock, however, policy makers moved from the ISI to a pragmatic economic policy seeking to solve the balance-of-payments and the accelerating inflation problems. In practice, the government alternated measures based on the restriction of demand with expansionist policies. The lack of clear macroeconomic targets is seen as a source of increasing economic instability (see Table 14.2, which should be referred to for most economic variables addressed in the text).

The debt crisis that followed the Mexican default of 1982 exposed the inconsistencies of the fiscal regime. The sudden halt in international financing of the balance-of-payments deficits called for fiscal adjustment, which, in fact, did not happen. As a consequence, the fiscal and balance-of-payments deficits fuelled inflation and caused widespread demand for indexation, thus accelerating inflation very rapidly in the first half of the 1980s. The re-democratization process in 1985 was followed by expansionist fiscal policies that brought even more inflationary pressures.

The main outcome of the accelerating inflation was an increasing economic instability, which had an impact on economic growth, investments and income inequality. Several desperate stabilization attempts based on price and wage freezes were undertaken between 1986 and 1991, but all failed mainly due to the lack of fiscal adjustment.
Table 14.2 Brazil’s economic and social indicators, 1980–2004

Year

GDP
growth
rate

Per capita
output
growth
rate

1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004

9.20
4.25
0.83
2.93
5.40
7.85
7.49
3.53
0.06
3.16
4.35
1.03
0.54
4.92
5.85
4.22
2.66
3.27
0.13
0.79
4.36
1.31
1.93
0.54
5.18

6.70
6.35
1.33
4.96
3.27
5.74
5.46
1.65
1.81
1.42
5.90
0.54
2.05
3.37
4.33
2.76
1.24
1.87
1.21
0.55
2.99
0.01
0.39
0.91
3.68

Investment
to
GDP
ratio
0.24
0.24
0.23
0.20
0.19
0.18
0.20
0.23
0.24
0.27
0.21
0.18
0.18
0.19
0.21
0.21
0.19
0.20
0.20
0.19
0.19
0.19
0.18
0.18
0.20

Inflation
(IGPDI)
110.23
95.20
99.73
211.02
223.81
235.13
65.04
415.95
1,037.53
1,782.85
1,476.71
480.23
1157.84
2708.17
1093.85
14.77
9.33
7.48
1.71
19.99
9.80
10.40
26.41
7.66
12.13

Real
exchange
rate
index
(2004  100)

Average
effective
tariff
(%)

244.77
205.91
203.55
257.32
254.82
264.50
239.52
213.39
182.73
136.85
116.03
136.13
138.92
124.98
97.79
83.12
82.04
81.59
84.54
118.80
105.21
122.58
134.14
115.10
100.00

NA
NA
NA
NA
NA
NA
NA
67.76
46.79
38.82
36.95
28.60
17.74
15.19
12.34
15.59
16.08
18.64
18.13
17.26
NA
NA
NA
NA
NA

Trade
to
GDP
ratio
0.181
0.176
0.146
0.197
0.216
0.184
0.141
0.146
0.158
0.127
0.111
0.130
0.145
0.149
0.141
0.137
0.130
0.140
0.138
0.181
0.184
0.223
0.234
0.246
0.263

Trade
balance
(US$ million)

Current
account
(US$
million)

Capital
and
financial
account
(US$ millon)

FDI
(net, US$
million)

Portfolio
capital
(US$
million)

2,822.77
1,202.46
780.07
6,470.39
13,089.52
12,485.52
8,304.30
11,173.10
19,184.11
16,119.19
10,752.39
10,579.97
15,238.89
13,298.77
10,466.47
3,465.62
5,599.04
6,752.89
6,574.50
1,198.87
697.75
2,650.47
13,121.30
24,793.92
33,669.57

12,739.19
11,705.87
16,273.20
6,773.03
94.91
248.34
5,323.26
1,437.92
4,179.77
1,031.89
3,783.72
1,407.46
6,108.83
675.88
1,811.23
18,383.71
23,502.08
30,452.26
33,415.90
25,334.78
24,224.53
23,214.53
7,636.63
4,177.29
11,645.02

9,610.14
12,745.74
12,100.73
7,418.76
6,529.19
196.56
1,431.54
3,258.62
2,098.33
629.08
4,592.49
163.01
9,947.32
10,495.24
8,692.21
29,095.45
33,968.07
25,800.34
29,701.65
17,319.14
19,325.80
27,052.10
8,004.43
5,110.94
7,362.34

1,910.20
2,521.90
3,115.20
1,326.10
1,501.20
1,418.40
317.15
1,169.10
2,805.00
1,129.90
988.80
1,102.20
2,061.00
1,290.90
2,149.90
4,405.12
10,791.69
18,992.93
28,855.61
28,578.43
32,779.24
22,457.35
16,590.20
10,143.52
18,165.69

350.80
0.70
1.80
278.90
267.50
228.00
475.70
428.20
497.90
391.40
578.87
3,808.03
14,465.60
12,929.10
54,046.80
10,372.17
22,021.67
10,907.94
18,582.21
3,542.37
8,650.78
872.12
4,797.43
5,128.76
3,995.57

External
debt
(US$ million)

Selic
annual
interest
rate
(%)

64,259
73,963
85,487
93,745
10,2127
105,171
111,203
121,188
113,511
115,506.10
123,438.50
123,910.40
135,948.80
145,725.90
148,295.20
159,256.20
179,934.50
199,997.50
241,644.07
241,468.16
236,156.35
226,067.25
227,689.39
235,414.13
220,182.31

NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
NAP
43.36
24.47
22.36
25.58
23.02
16.18
16.08
17.67
21.17
15.15

Continued
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### Table 14.2  Continued

<table>
<thead>
<tr>
<th>Domestic public debt to GDP ratio</th>
<th>PSBR to GDP ratio — operational concept</th>
<th>PSBR to GDP ratio — primary concept</th>
<th>PSBR – interest payment to GDP ratio</th>
<th>Taxation to GDP ratio</th>
<th>Population under poverty line (%)</th>
<th>Gini index</th>
<th>Income share of 1% richest</th>
<th>Income share of 50% poorest</th>
<th>Family consumption to GDP ratio</th>
<th>Unemployment</th>
<th>Labour income growth rate</th>
<th>Informal labour as share of labour force</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>NA</td>
<td>ND</td>
<td>ND</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.691</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NA</td>
<td>6.31</td>
<td>ND</td>
<td>ND</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.664</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NA</td>
<td>6.89</td>
<td>ND</td>
<td>ND</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.677</td>
<td>NA</td>
<td>NA</td>
<td>0.376</td>
<td>NA</td>
</tr>
<tr>
<td>NA</td>
<td>3.15</td>
<td>ND</td>
<td>ND</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.687</td>
<td>11.63</td>
<td>0.384</td>
<td>NA</td>
<td>13.42</td>
</tr>
<tr>
<td>NA</td>
<td>2.88</td>
<td>ND</td>
<td>ND</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.669</td>
<td>13.42</td>
<td>0.399</td>
<td>NA</td>
<td>2.19</td>
</tr>
<tr>
<td>NA</td>
<td>4.42</td>
<td>−2.61</td>
<td>7.03</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.637</td>
<td>7.80</td>
<td>0.387</td>
<td>2.19</td>
<td>0.387</td>
</tr>
<tr>
<td>NA</td>
<td>3.58</td>
<td>−1.59</td>
<td>5.17</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.662</td>
<td>6.11</td>
<td>0.370</td>
<td>23.94</td>
<td>0.370</td>
</tr>
<tr>
<td>NA</td>
<td>5.63</td>
<td>0.99</td>
<td>4.64</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.608</td>
<td>6.09</td>
<td>0.367</td>
<td>−13.46</td>
<td>0.367</td>
</tr>
<tr>
<td>NA</td>
<td>4.87</td>
<td>−0.91</td>
<td>5.78</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.567</td>
<td>7.03</td>
<td>0.370</td>
<td>4.06</td>
<td>0.370</td>
</tr>
<tr>
<td>NA</td>
<td>7.09</td>
<td>1.03</td>
<td>6.07</td>
<td>NA</td>
<td>NA</td>
<td>13.2</td>
<td>13</td>
<td>0.542</td>
<td>6.59</td>
<td>0.433</td>
<td>4.43</td>
<td>0.363</td>
</tr>
<tr>
<td>NA</td>
<td>−1.32</td>
<td>−4.69</td>
<td>3.36</td>
<td>29.60</td>
<td>41.99</td>
<td>0.614</td>
<td>14.2</td>
<td>11.5</td>
<td>0.593</td>
<td>7.21</td>
<td>−12.66</td>
<td>0.376</td>
</tr>
<tr>
<td>15.93</td>
<td>0.19</td>
<td>−2.71</td>
<td>2.90</td>
<td>24.43</td>
<td>ND</td>
<td>ND</td>
<td>13.7</td>
<td>12.3</td>
<td>0.616</td>
<td>7.92</td>
<td>−17.92</td>
<td>0.409</td>
</tr>
<tr>
<td>15.60</td>
<td>1.74</td>
<td>−1.58</td>
<td>3.32</td>
<td>24.96</td>
<td>42.17</td>
<td>0.583</td>
<td>13.2</td>
<td>13.1</td>
<td>0.615</td>
<td>9.13</td>
<td>−5.71</td>
<td>0.430</td>
</tr>
<tr>
<td>17.02</td>
<td>0.80</td>
<td>−2.18</td>
<td>2.98</td>
<td>25.30</td>
<td>43.04</td>
<td>0.604</td>
<td>15.1</td>
<td>12.3</td>
<td>0.601</td>
<td>8.68</td>
<td>9.94</td>
<td>0.439</td>
</tr>
<tr>
<td>21.76</td>
<td>−1.57</td>
<td>−5.64</td>
<td>4.07</td>
<td>27.90</td>
<td>ND</td>
<td>ND</td>
<td>14.5</td>
<td>12.4</td>
<td>0.596</td>
<td>8.93</td>
<td>16.52</td>
<td>0.454</td>
</tr>
<tr>
<td>22.72</td>
<td>5.00</td>
<td>−0.26</td>
<td>5.26</td>
<td>28.44</td>
<td>35.08</td>
<td>0.601</td>
<td>13.8</td>
<td>12.4</td>
<td>0.599</td>
<td>8.95</td>
<td>18.39</td>
<td>0.460</td>
</tr>
<tr>
<td>26.13</td>
<td>3.40</td>
<td>0.10</td>
<td>3.30</td>
<td>28.63</td>
<td>34.72</td>
<td>0.602</td>
<td>13.5</td>
<td>12.1</td>
<td>0.625</td>
<td>9.93</td>
<td>7.21</td>
<td>0.476</td>
</tr>
<tr>
<td>29.29</td>
<td>4.31</td>
<td>0.96</td>
<td>3.35</td>
<td>28.58</td>
<td>35.18</td>
<td>0.602</td>
<td>13.8</td>
<td>12.1</td>
<td>0.627</td>
<td>10.16</td>
<td>1.18</td>
<td>0.481</td>
</tr>
<tr>
<td>34.14</td>
<td>7.40</td>
<td>−0.02</td>
<td>7.42</td>
<td>29.33</td>
<td>33.97</td>
<td>0.600</td>
<td>13.9</td>
<td>12.3</td>
<td>0.619</td>
<td>11.68</td>
<td>0.17</td>
<td>0.486</td>
</tr>
<tr>
<td>39.38</td>
<td>3.41</td>
<td>−3.23</td>
<td>6.64</td>
<td>31.07</td>
<td>35.26</td>
<td>0.594</td>
<td>13.2</td>
<td>12.7</td>
<td>0.623</td>
<td>12.06</td>
<td>−5.48</td>
<td>0.499</td>
</tr>
<tr>
<td>39.41</td>
<td>1.17</td>
<td>−3.47</td>
<td>4.64</td>
<td>31.61</td>
<td>ND</td>
<td>ND</td>
<td>13.6</td>
<td>12.7</td>
<td>0.609</td>
<td>11.02</td>
<td>−1.34</td>
<td>0.509</td>
</tr>
<tr>
<td>41.64</td>
<td>1.40</td>
<td>−3.64</td>
<td>5.04</td>
<td>33.40</td>
<td>35.13</td>
<td>0.596</td>
<td>13.9</td>
<td>12.6</td>
<td>0.605</td>
<td>11.18</td>
<td>−3.27</td>
<td>0.497</td>
</tr>
<tr>
<td>44.13</td>
<td>−0.01</td>
<td>−3.89</td>
<td>3.88</td>
<td>34.88</td>
<td>31.27</td>
<td>0.589</td>
<td>13.4</td>
<td>13</td>
<td>0.580</td>
<td>12.12</td>
<td>−2.53</td>
<td>0.500</td>
</tr>
<tr>
<td>43.97</td>
<td>0.88</td>
<td>−4.25</td>
<td>5.14</td>
<td>34.01</td>
<td>NA</td>
<td>NA</td>
<td>0.567</td>
<td>12.72</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>45.04</td>
<td>−2.07</td>
<td>−4.61</td>
<td>2.54</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>11.76</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Notes:** (1) Real exchange rate index (R$/US$). 2004 = 100. Deflator: IGP–DI. (2) Average effective tariffs are weighted by the value added (source: Kume et al. 2004). (3) Selic is the basic interest rate of the economy set by the Central Bank. (4) The poverty line is constructed on basis of the families’ financial capacity to provide a minimum number of calories per capita per day in accordance with the Food and Agriculture Organization’s standard. (5) Portfolio capital refers to foreign investments in shares, bonds, notes and other Brazilian financial papers. (6) Unemployment refers to the metropolitan region of São Paulo. (7) Labour income refers to main job income in metropolitan regions. Deflator: IPCA. No data for 2003–2004 due to methodological change of series. (8) Informal labour refers to informal labour contract and self-employed as a share of labour force in metropolitan regions. No data for 2003–2004 due to methodological change of series. (9) PSBR stands for Public Sector Borrowing Requirements.

**Sources:** Central Bank of Brazil; Ipeadata; Instituto Brasileiro de Geografia e Estatística.

NA = not available

NAP = not applicable

ND = no data
The impact of economic policy on growth

After decades of rapid growth, there was an abrupt slowdown in the 1980s and the average per capita output growth rate fell to one per cent, compared to 5.9 per cent in the 1970s. The monthly inflation rate series seems to be a mirror image of the quarterly real GDP growth rates series. In other words, it seems that inflation has hindered economic growth.

Bugarin et al. (2002) show that the de-trended per working age output dropped 26.5 per cent below the 1992 trend, as compared with 1980, which characterizes economic depression. A sharp drop in output followed the Mexican crisis and, after some recovery, a much stronger drop followed during the period of heterodox stabilization plans. Bugarin et al. (2002) show that the main cause of this output drop was the relative price of investment goods. They argue that the increasing macroeconomic instability caused by the price and wage freezes and fiscal deterioration encouraged economic agents to seek protection for their savings, fuelling the demand for real estate. As a consequence, the price level of the construction sector, which accounts for the largest share of total investments in Brazil, grew much faster than the price level of the economy and gross investment fell from 23.6 per cent in 1980 to 14 per cent in 1992.

Pinheiro (2003) presents a similar story. He conducted a growth accounting decomposition and shows that capital accumulation drops from 4.5 per cent in 1964–80 to 1.3 per cent in 1981–93, accounting for half of the average output growth fall of 6.2 per cent. Total factor productivity (TFP) also fell significantly, from 1.7 per cent to −0.7 per cent. Capital accumulation, together with TFP, explains 90 per cent of the output growth collapse.

The impact of economic policy on poverty and inequality

After decades of very strong state tutelage, there was an emergence of a new labour union movement in the late 1970s. With the slow re-emergence of democracy in the late 1970s and early 1980s, unions gained political power and an increasing role in wage determination. As a reaction to accelerating inflation, unions started to act strategically trying to over-index wages, which intensified an already very unsynchronized wage bargaining process and contributed to the breakdown in the coordination of wage determination.

The different levels of monopolistic product market power, the highly protected and regulated economy, the dominance of state-owned companies in a variety of sectors and the huge informal labour market, which buffers the costs of displacement, provided little incentives for unions to discipline and moderate wage demands. This environment was conducive to the growth of considerable insider power in wage determination, allowing powerful groups of industrial, formal sector workers to secure a share of product market rents through the wage bargaining process and, as a consequence, driving the economy to an increasing income inequality. Yet Arbache (1999) shows that unions are a key variable in explaining wage inequality in Brazil, a result that is at odds with the role they are supposed to play.

The inability of the government to impose fiscal equilibrium, and the deterioration of the economic and political environments, gave scope for strong, self-interested pressure groups acting in a free-rider manner demanding wages, prices and public...
subsidies in an unco-ordinated way according to their market and political powers. This process would quickly collaborate to a steady acceleration of inflation and further deterioration of fiscal accounts. These developments had potential impacts on the poor, not only because of their inability to secure indexation to inflation, but also because of their higher dependency on the state expenditures and social policies.

The 1981–83 recession that followed the external debt crisis seems to have impacted on poverty. Unemployment rates rose and were accompanied by social disturbances, sacks and pillages. The Plano Cruzado in 1986 gave an immediate gain to the poor due to the income effect observed in the aftermath of freezing prices programmes, and wages and minimum wages were frozen 8 per cent and 16 per cent above their averages, respectively. This measure would not last long, as it reinforced the distributive conflicts that followed the stabilization, eventually bringing the inflation back.

Ferreira and Litchfield (1999) show that the increase in inflation in the 1980s helps to explain the rising poverty and inequality. The modesty of the social policies in place and the lack of safety nets made things even harder for the poor. Family consumption remained relatively stable from 1980 to 1986, but there was a substantial drop thereafter. Despite the poverty and inequality indicators, the unemployment rate was relatively low by the end of the 1980s, which resulted from at least three factors: (i) the role of the informal sector in accommodating the unemployed; (ii) the ISI regime, which secured the domestic market for the local firms; and (iii) the populist fiscal policies, which kept public expenditures at high levels.

The 1980s became known as the ‘lost decade’ because of the combination of GDP stagnation, hyperinflation, increasing income inequality and raising poverty. Its severe economic problems would spill over into the 1990s.

The 1990–2002 period

The economic policy
Trade liberalization
Prior to 1990, the Brazilian economy was highly protected and regulated by virtue of the ISI strategy. Some modest tariff reduction and the lifting of redundant barriers started in 1988. However, the major break with the ISI era began in 1990 under the Collor administration, when efforts to contain inflation were combined with drastic trade liberalization. By the middle of 1993, most of the complex and bureaucratic non-tariff barriers had been removed and a new tariff structure was imposed, which substantially reduced the degree of protectionism. On the export side, subsidies were eliminated and tax incentives were drastically reduced. Although the new tariffs were still relatively high by international standards, the removal of non-tariff barriers shifted the pattern of protection, and signalled that the long period of protectionism was at an end.

Coupled with the appreciation of the exchange rate, trade liberalization led to a significant importation of consumer goods, enhancing the competition in domestic markets and consequently pushing the local firms to improve competitiveness.
The trade flow rose steadily, with imports increasing by 257 per cent and exports by 151 per cent between 1990 and 1996. By 1996, the quantum of imports had increased almost three times. In 1994, the combination of further pragmatic liberalizing measures seeking to discipline domestic prices in the aftermath of the Plano Real and increasing appreciation of the exchange rate affected the trade accounts in such a way that the trade balance started to face growing deficits.

**Privatization**

Facing imminent hyperinflation and a virtually bankrupt public sector, plans for privatizing public enterprises were launched by the Collor administration in conjunction with a stabilization attempt. Although much of the rhetoric used by advocates of privatization at the time emphasized economic efficiency and competitiveness, privatization is better understood as a desperate response to the deterioration of public finance and the rapid worsening of macroeconomic indicators. Its ultimate aim was to generate fiscal revenues to reduce the public debt and consolidate price stability.

Privatization gained momentum under the first Cardoso administration. The constitutional amendments necessary for privatizing the public monopolies and infrastructure were possible mainly because of the initial success of the Plano Real, which gave the government sufficient power and public support to push for the changes. The government regarded privatization as a key measure for raising revenues and achieving the fiscal discipline needed to maintain the Plano Real, and vital for a sustainable growth.

Between 1990 and 2002, more than 130 state and federal companies were sold, rendering US$105.5 billion in total revenues, which made it one of the largest privatization programmes in the world. These funds played a substantial role in preventing a worsening of the current account deficit and public debt. According to Pinheiro et al. (2001), the ratio between foreign direct investment (FDI) inflows associated with privatization and current account deficit averaged 25 per cent in 1997–2000. Macedo (2000) argues that privatization had a ‘macroeconomic cost’ as the enormous proceeds made the government less inclined to pursue fiscal and current accounts adjustments in 1995–98, postponing the needed measures and inflating the costs of the adjustment later. Despite the huge amounts involved, the privatization programme was not sufficient to balance the public accounts, as the increase in the debt surpassed the revenue obtained from privatization.

**Deregulation of markets**

Major moves towards the deregulation of markets were introduced in 1990. Restrictive rules and laws that had prevented contest in many sectors began to be removed, and price controls and restrictions to entry were eliminated to stimulate competition. Over the following years, the anti-trust legislation was strengthened and modernized, a consumer protection bill was passed, a new legislation on the protection of intellectual property rights was approved in line with the Trade-Related Aspects of Intellectual Property Rights–World Trade Organization and measures in several areas were modernized, including remittances of royalties, technology
transfers, patents and partnerships. Constitutional amendments were approved, eliminating discrimination against foreign capital in various businesses and discontinuing public monopolies.

With regard to the labour market, some changes were introduced aimed at increasing flexibility of labour relations. In 1994, a bill was passed allowing firms to hire workers through co-operatives. The co-operatives in turn were not obliged to comply with certain labour costs, which in practice meant that employers were allowed to bypass some provisions of the Labour Code. In 1998, a bill was passed allowing part-time labour contracts to be issued.

**Stabilization, monetary and exchange rate policies**

The Plano Real was introduced during particularly favourable conditions. On the one hand, there was large international financial liquidity, which reduced the external sector constraints. On the other hand, trade and capital account liberalization, privatization and other market reforms were in place, which helped to discipline price formation, attract foreign capital and provide extra revenues for the state. There was recognition that fiscal discipline was critical for the success of stabilization. Indeed, in a low inflationary environment, fiscal disequilibrium soon becomes apparent, and only a new fiscal regime could sustain the Plano Real. Major fiscal reforms were desperately needed, which required constitutional amendments and strong political support. Reforms in areas such as public pension system, social security funding, transfers of funds and division of spending among federal and state authorities, among others, were bringing about the collapse in public finance.

In spite of authorities’ commitment to fiscal discipline and to the implementation of reforms, the fiscal accounts went from an operational surplus of 1.57 per cent of GDP in 1994 to a deficit of 5 per cent in 1995. The deterioration of public accounts continued, reaching a deficit of 7.4 per cent in 1998. Amann and Baer (2000) argue that the government’s ‘soft’ approach to fiscal discipline resulted, on the one hand, from the failure of President Fernando Henrique Cardoso to secure the fiscal reforms in the Congress, reflecting the lack of political will in his political coalition to cut spending and, on the other hand, from the outcome of the president’s relentless pursuit of the constitutional amendment to allow his re-election in 1998. This amendment demanded such intense political negotiations and bargaining that it eventually changed the political agenda, thus delaying fiscal reforms.

In view of the worsening of fiscal accounts, the Plano Real became largely contingent on the role of the exchange rate for maintaining price stability. The interest rates (Selic) were increasingly used to attract foreign capital aimed at keeping the exchange rate anchor. Of course, this regime was unsustainable, especially because the high interest rates were having negative effects on the fiscal accounts, causing severe fiscal disequilibria. The public sector’s interest payments jumped from 3 per cent of GDP in 1993 to 5.3 per cent in 1995.

In the external sector, there was a substantial deterioration in the current account resulting from various factors. First, the use of the exchange rate as an anchor to keep inflation down, along with high foreign capital inflows, appreciated the real
and caused trade balance disequilibrium. Second, there was a substantial increase in interest and dividend payments between 1994 and 1998, reaching 4 per cent of GDP in 1997. Third, after decades of strong protection, the rapid trade liberalization led to high growth in imports. At the same time, post-stabilization consumption, investment booms and the expansionist fiscal policy stimulated the growth of imports even further. As a result, the current account increased from a deficit of US$1.8 billion in 1994 to a deficit of US$18.4 billion in 1995. The deficit worsened from then on, reaching US$33.4 billion in 1998.

Indeed, the Plano Real was being sustained at the expense of increasing deterioration of the fiscal and external accounts, compounding what later would bring very serious difficulties to output growth and social indicators. The gradualist policy adopted to tackle the growing macroeconomic imbalances can be explained by the easy access to portfolio capital and increasing FDI inflow. The net FDI-to-current account ratio in 1995 was 18 per cent and reached 78 per cent in 1998. Of course, this strategy could not last long as the increasing dependency on foreign capital to finance the explosive current account deficits made the economy highly vulnerable to external shocks and eventually to speculative attacks.

The Mexican crisis in March 1995 began to bring up uncertainties about the sustainability of the Plano Real. In order to protect the real, the government adopted a tight monetary policy. In the aftermath of the Asian crisis in October 1997, the annualized interest rate reached 42 per cent. In view of the widespread concerns over the macroeconomic indicators and increasing fears of the devaluation of the real, the government was forced to take action with regard to the fiscal deficit and the appreciated exchange rate. Public spending was cut in 1998, generating some improvement in the primary result, while the exchange rate was depreciated.

The Russian crisis in August 1998 forcefully exposed the contradictions of the Plano Real and made the situation unsustainable. The government substantially raised interest rates in a dramatic attempt to maintain the exchange anchor in place, but the measure was useless as investors increasingly believed that a strong devaluation of the real was inevitable. As a result, they started withdrawing funds in large quantities from the country. Between August and September 1998, Brazil lost about US$30 billion in international reserves. The desperate increases in interest rates to save the real in 1997 and 1998 profoundly affected the public accounts, causing public sector interest payments to reach an astonishing 7.4 per cent of GDP in 1998.

In view of the increasing risk of collapse of the economy, the International Monetary Fund (IMF), the World Bank and the US government announced a large emergency loan of US$41.5 billion to Brazil. In October 1998, just after the re-election of Cardoso, the government proposed major fiscal reforms to the Congress in a desperate attempt to avoid economic collapse. By December, the Congress had approved only part of the proposed reforms, raising expectations of an imminent default. Capital outflows accelerated, depleting international reserves at about US$1 billion a day during the first days of January 1999. In a dramatic and desperate move, the government was forced to allow the exchange rate to float freely in mid-January. This caused the real to overshoot, jumping from 1.21 real per dollar.
before devaluation to 2.06 by February 1999. The devaluation brought immediate changes to the external accounts. Current account deficit diminished rapidly as a result of major cuts in imports and profit remittances and a drastic drop in international travel.

Stringent fiscal measures were taken in 1999. The Congress approved a significant tax raise, an inflation target system was introduced and the interest rate was kept high. By the end of the year, the budget surplus attained was larger than that required by the IMF agreement. Further fiscal measures were introduced over the next years, giving rise to a rapid reduction of the deficit.

Between 2000 and 2002, a series of external factors adversely affected the economic performance of Brazil. Concerns and speculations on the prospects of recovery were renewed. First, the moratorium and deepening of Argentina’s crisis – one of Brazil’s main trade partners – heavily affected exports. Second, the downturn of the US economy had an adverse impact on the world economy. Third, there were major declines in FDI inflows. Fourth, an unprecedented energy crisis developed because of draught and the paucity of investments, resulting in severe rationing of electricity.

The weak performance of the economy in 2001, the poor post-devaluation export growth and the falling inflow of foreign capital increased anxiety that Brazil, similar to Argentina, might default. As a consequence, there was a substantial reduction in international financing, which led to strong exchange rate depreciations and increased volatility. The exchange rate volatility and the high interest rates affected both the long-term private investments and fiscal accounts, as a substantial amount of the public debt was dollar denominated. The macroeconomic deterioration led to further interest rate hikes, thus reducing the chances of an eventual economic recovery.

In 2002, the prospects that the leftist candidate in the upcoming presidential elections, Lula da Silva, could win soared uncertainties once again. The concerns of a socialist regime and unsound policies led the country-risk ratings to soar to unprecedented levels, bringing additional difficulties to companies and public accounts.

Financial and capital liberalization

In 1991, a series of initiatives towards the liberalization of the capital account were taken, including the opening of the domestic capital market to foreign portfolio investment, the permission given to Brazilian companies to issue different types of securities and bonds abroad and the adoption of tax relief over the issuing of bonds in the international markets as well as over profit remittances and royalties by multinational companies (see Chapters 4 and 5). An additional feature of the financial liberalization includes the increased participation of foreign banks in the domestic market and privatization of state banks. In 1994, some opening to capital outflows was also adopted in view of the massive capital inflow.

As a result of the opening of the capital account, the participation of foreign investors in the volume of transactions in the stock market increased from 6 per cent in 1991 to 30 per cent in 1995. The portfolio investment increased dramatically, going
from an average of minus US$221 million per year in the 1980s to US$12 billion per year in 1990–2002. Foreign investors were granted the right to participate in privatization, and by 2002 their share in the total privatization proceeds reached 48 per cent, amounting to about US$50 billion. This was a substantial change in view of the long-established position among influential politicians and business leaders who maintained that the greater participation of foreign capital could end up denationalizing the economy. The government varied the degree of controls over external borrowing and investment in bonds for macroeconomic management purposes, and taxation and maturity have been used to control capital flows.

The capital account liberalization, privatization of major utility sectors and the foundation of Mercosur in 1991 played a substantial role in attracting FDI to Brazil, as many multinational companies made the country the regional export base for Mercosur. From 1990 to 1995, the net inflow of FDI was, on average, US$1.5 billion per year. From 1996 to 1999, it jumped to an average of US$21.8 billion per year and reached US$32.8 billion in 2000. Since then, FDI inflows have reduced as a consequence of the slowdown of the privatization programme and the economic and political crisis.

It has to be stressed that the capital account liberalization was implemented before the major liberalization of the trade account and the price stabilization, which does not fit the classical order of sequencing and timing of reforms that calls for stabilization coming first and the opening of trade and capital accounts last.

The impacts of economic policy on growth

The delay of fiscal adjustment and conflicts over policy reforms created an atmosphere of unsustainable macroeconomic deterioration that could not last long. The rising uncertainties about the sustainability of the Plano Real had stringent effects on the prospects of growth. Since the end of 1997, the investment-to-GDP ratio triggered a period of contraction and was one immediate cause of vulnerability of the real. After the collapse of the real in early 1999, the rising costs of investment and input goods, the very high interest rates, the implementation of an enormous fiscal adjustment and the unfinished regulatory system for utilities and infrastructure added to the main causes of investment stagnation.

It seems that the disappointing post-reform output growth is explained by the sequencing of policy reform issues, political economy constraints and the timing when the reforms were introduced. One critical sequencing issue is the fact that the stabilization-cum-exchange rate nominal anchor was introduced after, and not before, trade liberalization, hence in opposition to the long-established consensus of policy literature (Edwards 1994; Krueger 1981). The appreciation of the exchange rate prior to stabilization made the anti-export bias created by the nominal anchor larger than it would have been otherwise. It was subsequently reinforced by the long period of appreciation after Plano Real. The sizeable FDI and portfolio capital inflow favoured by capital account liberalization and privatization in the aftermath of Plano Real also contributed to keeping the real appreciated. As productivity increases take time to materialize and the reallocation of resources is a slow and long process, especially in a country such as Brazil that had been long
protected from imports, the trade-off between the exchange rate used to steer inflation down and to guide the reallocation of resources was counter-productive for improving exports. The obvious outcome was a rapid worsening of the current accounts, which ultimately constrained the output growth potential. Unfortunately, Brazil repeated the earlier policy mistakes made by other Latin American countries in their stabilization attempts, but with the aggravated implications of inducing a stagnant economic cycle and exposing the economy to speculative attacks in a liberalized financial market framework.

Another critical issue for growth is related to fiscal accounts. Serious fiscal adjustment was left until after stabilization. Thus, the fiscal adjustment required in the aftermath of the Plano Real was huge and difficult to implement. It appears that the government overestimated its capacity to control fiscal accounts and to have the Congress pass fiscal reforms in such a short time. Instead of surpluses, the post-Plano Real period witnessed explosive operational public deficits, revealing the inconsistency of fiscal budgets in the inflationary era. The rise in interest rates to finance balance-of-payment deficits with portfolio capital affected public accounts and aggravated the fiscal disequilibria. The unwillingness of politicians to adopt the measures necessary to achieve fiscal discipline delayed the essential reforms and added to the costs of adjustment. At the time, the ‘way out’ for fiscal adjustment was not to rely on inflation tax, as had been done in previous decades, but to take advantage of the success of Plano Real to resort to obtain funding from both local and foreign financial markets, at the cost of worsening fiscal and current accounts.

Trade liberalization and deregulation of capital seem to have had some impacts on productivity and efficiency. Technology transfers and diffusion from abroad rose from 0.04 per cent of GDP in 1990 to 0.35 per cent in 1999. New methods of production and management were introduced, which led to an increase in a variety of goods and improvements in quality. Ferreira and Rossi (2003) find evidence that the fall of tariffs and import penetration increased TFP growth in manufacturing. Hay (2001) analyses a set of large manufacturing firms and finds substantial productivity growth after openness and evidence of a fall in profits and market shares. Muendler (2004) investigates TFP change and finds that the removal of tariffs and import penetration induced firms to rationalize and forced less competitive firms to exit the market, thus leading to the rise in TFP. If, on the one hand, the opening facilitated the access to capital and new technologies, on the other hand, it imposed a heavy cost to the least advanced firms, as a significant share of them went bankrupt in the early years after the Plano Real.

Anuatti-Neto et al. (2003) assess the impacts of privatization on efficiency and output of former state-owned enterprises and find indications of increased profitability and reduced operating costs. Danni (2004) shows that the provision of utilities and services grew after privatization. Carvalho (2001) observes that the privatization programme improved the managerial practices and efficiency, reduced public debt – albeit much less than anticipated earlier, reorganized the public finances of the federative states and reduced the public debt interest payments in the short and long run, versus the levels they would have been in the absence of privatization.
Despite the modernization of the economy, the average growth rate of the post-reform period (1990–2002) was 1.97 per cent, lower than the 1980–89 figure of 3.02 per cent, and far below the historical rate of 5.34 per cent (1947–2002). A decomposition of the output growth shows that if TFP growth had not increased, the economy would have experienced a sharp depression in the post-reform period. The investment-to-GDP ratio remained at around 19 per cent. The stagnation in investments is somewhat puzzling, as openness, privatization, stabilization and deregulation of markets are often assumed to reduce the prices of investment goods and create business opportunities, the elements needed to encourage capital accumulation. In fact, the evidence for Brazil suggests that structural reforms seem to be conducive to growth, but do not cause growth.

The impact of economic policy on poverty and inequality

The labour market indicators experienced substantial changes in 1990–2002. By 2002, more than half of the labour force was employed in the informal sector, unemployment was at a very high level, about 12 per cent; and real average wage had lost 15 per cent of its purchasing power compared with 1997. The causes of such deterioration are certainly associated with the country's mediocre economic growth.

A significant drop in poverty occurred just after the Plano Real in mid-1994, and since then the indigence and poverty lines have remained stable. Income inequality Gini index remained very high and stable, at around 0.6. In the aftermath of the Plano Real, consumption experienced an unprecedented boom. From the second quarter of 1994 to the second quarter of 1995, family consumption rose by 3 per cent of GDP, mainly a reflection of the purchasing-power gains of the lower income groups. As they had no or very limited access to mechanisms to protect their consumption from inflation, stabilization gave them a one-time real income raise. Workers at the lowest income decile experienced a 100 per cent rise in income in the first year of the Plano Real, while workers at the second lowest decile enjoyed a 46 per cent rise (Rocha 2000). The euphoria of post-Plano Real, accompanied by expansionary fiscal policies, fuelled the average growth rate during 1994 and 1995 to 5 per cent. As a result, the proportion of people below the poverty line fell from 43 per cent in 1993 to 35 per cent in 1995, remaining at this level thereafter.

Empirical literature shows that wages in the traded sector were substantially harmed by openness (Arbache et al. 2004). This is consistent with the evidence that the reforms raised the degree of competition in the traded industries and thereby reduced bargaining power of workers and rent sharing. Green et al. (2001) find evidence of skill-biased technical change as a result of trade openness, and that it prevented reduction in wage inequality. Maia and Arbache (2001) investigate the sources of employment changes and find that imports accounted for the destruction of 1.97 million jobs, while technological changes eliminated 4.9 million jobs between 1985 and 1995, most of them unskilled jobs. Overall, the empirical evidence suggests that trade and capital liberalization benefited skilled workers and was not conducive to income inequality reduction, as one could expect based on the Stolper–Samuelson theorem. As the compression of margins tends to reflect
increased competition in the domestic market, the above results can be explained by the introduction of new technology, rationalization of production, better management, outsourcing and turnover. The exit of the least competitive firms and the high interest rates in the Plano Real era may have imposed an asymmetric distribution of the burden on unskilled workers and on small manufacturing businesses, as they tend to be employed in such firms.

Mota (2003) runs a cost–benefit analysis to evaluate the impacts of privatization of the electricity supply and finds that most efficiency gains from privatization went to the benefit of the producers. Danni (2004) finds that privatization of communications and energy increased the provision of fixed phone lines and distribution of energy and that the poor were the main beneficiaries. Thus, it seems that increased coverage after privatization played a role in improving the well-being of the poor.

Fiani (2002) shows that the residential energy cost was subjected to a 40 per cent rise above the consumer price index between 1995 and 2002, while the industry energy cost dropped 60 per cent below the industrial price index. The fixed billing charge for energy distribution and fixed residential telephone connections also increased sharply after privatization, imposing a regressive cost on the poor. As a result, the share of utilities in the budget of the poor may have risen after privatization. These results suggest that privatization had both positive and negative effects on poverty.

The 2003–2004 period

The economic policy

The incoming government decided to maintain the orthodox economic policy orientation that was in place. This was perhaps a reaction to the very harsh economic conditions and to the suspicion of the investors that the Labor Party could follow a heterodox economic agenda. As a matter of fact, the primary fiscal surplus target set by the previous government was elevated significantly, and the central bank was given some independence to guide the monetary policy. The novelty brought by the new government was the intention to combine fiscal discipline with a social agenda.

The high interest rates used as a means to control the inflation pressures have had at least two side effects: an impact on public debt and on the exchange rate. It is estimated that for every one per cent rise of the Selic, the annual debt service increases by about R$6.7 billion. On the external side, the high real interest rates attracted portfolio investment, thus appreciating the exchange rate and harming the competitiveness of exports. Yet the average nominal exchange rate fell from R$3.08 in 2003 to R$2.92 in 2004. In January 2005 it was R$2.69, and in late April 2006 it was about R$2.08. The Lula da Silva administration seems to be replicating the mistakes of the previous government in regard to interest and exchange rates. While it may be somehow effective to control inflation in the short run, in the medium term it potentially affects the fiscal and the external accounts, thus compromising growth and poverty reduction.
Despite the appreciation of the real, the exports have boomed, partly due to the very favourable prices of agricultural, livestock and mineral commodities, and of some semi-manufactured goods such as steel and cellulose. From 2002 to 2004, the total exports rose by 60 per cent, contributing to significant surpluses in the current accounts and alleviating the always troublesome balance-of-payments situation.

The social security has been an important source of fiscal concerns, as it has presented growing deficits. This was caused by various reasons, including the huge informal sector, the demographic transition, the establishment of social benefits and retirement rights for rural workers, elderly people and disabled people (who have never contributed) and the increasing disequilibria in the public sector pension system. According to Portela et al. (2004), in the last few years the nominal deficit of the social security has amounted to more than 4 per cent of GDP, and the estimated implicit deficit for the next few years is expected to reach 7 per cent of GDP, thus combining the debt service with the main fiscal constraints.

With regard to the social agenda, Lula da Silva established the Bolsa Família, a combination of social projects intended to tackle starvation and misery, and also to bring the poor to the markets through credit to informal workers, small urban entrepreneurs and family farming, training programmes, bolsa-escola and compensatory programmes, among other measures.

One way to fund a social agenda is through tax increases. However, during recent years the tax burden increased immensely, going from 29 per cent in 1998 to 34 per cent in 2004, which is seen as a response to the public accounts disequilibria. In 2003, the total deficit was about 3.7 per cent of GDP, and in 2004 it was estimated to be 3.5 per cent. Thus, the tax burden plus the nominal deficit amounted to about 38.5 per cent of GDP. In view of the fiscal constraints and the firm decision of the government to keep inflation at low levels, funding an ambitious pro-poor programme was the highest challenge of the government.

The impact of the economic policy on growth, poverty and inequality

The GDP growth of 2003 was 0.54 per cent, a consequence of the economic crisis of the previous year and the tough fiscal and monetary policies in place. The GDP growth of 2004 was 4.9 per cent, a quite high figure if compared to the rates observed in the previous two decades. It has often been questioned whether the economy is able to keep growing at similar figures because of the low investment rates and the severe bottlenecks in infrastructure.

In regard to social indicators, there is some sign of improvements. Although unemployment remained high, it dropped from 12.7 per cent in 2003 to 11.8 per cent in 2004, and the proportion of people living below the poverty line fell significantly from 2003 to 2004 reaching the lowest figure since 1992 (Neri 2005). Neri (2005) credits this result to economic growth and the Bolsa Família.

Policy alternatives

This section discusses micro and macro policy alternatives that pursue policies protective of the poor.
Output growth and poverty

In view of the developments of the social indicators presented above, it is hard to say that poverty is a hot policy issue in Brazil. One obvious reason for the poor social indicators is the low growth rates observed over the last two decades. Figure 14.1 shows the per capita output growth rate, and the dotted line is a third-order polynomial trend. The instantaneous rate of growth of the per capita output during the whole period was 2.84 per cent. In 1947–79, it was 4.2 per cent; it then declined sharply to 0.7 per cent in 1980–2004; and, finally, it reached a disappointing 0.5 per cent in the post-Plano Real period. The macro policies implemented since the 1980s were not able to reverse the long-term trend of declining output growth. The lack of a clear focus and the inability to follow the sequencing of reforms as discussed above is perhaps responsible for the stops-and-goes and the lack of coherent economic policies.

Figure 14.2 presents the fitted and actual logarithm of the per capita output. The fitted line can be interpreted as the (linear) long-term trend of the per capita output. Two points seem to emerge. First, taking the fitted line as a reference, Brazil has experienced long economic cycles over the last several decades. Second, after a strong boom, the economy has entered in a stagnant period since 1980, and the fitted–actual gap has been increasing since 1990, thus suggesting an economic depression. Certainly, policies intended to seriously tackle poverty and inequality are more difficult to gather political support in such a stagnant economy. In such an environment, fiscal policies may be needed to resume economic growth, reduce growth volatility and, above all, protect the very poor and the least skilled from economic downturns, as they seem to have been disproportionately affected by the economic reforms. In view of the fiscal constraints, however, additional measures to boost growth have to be considered, and export promotion is perhaps among the best alternatives.

Figure 14.3 depicts the real GDP per capita and the share of population under the poverty line. There seems to be a strong relationship between the two variables

![Figure 14.1 Per capita output growth rate](http://www.ipeadata.gov.br/ipeaweb.dll/ipeadata?494065500)
(the correlation coefficient is $-0.79$). Thus, policies that boost growth seem to be good for the poor. However, as poverty indicators remained relatively stable over growing periods, growth should be viewed as a necessary, although not a sufficient condition to tackle poverty.

**Income distribution and poverty**

It has been found that income inequality is one of the main causes of poverty in Brazil. Barros *et al.* (2001) find that if it were possible to identify all the extremely poor and poor people, extreme poverty could be significantly reduced at the cost of only about R$6 billion a year, thus revealing the low cost of eradicating misery; and
that poverty levels are much more sensitive to changes in the degree of inequality than to changes in economic growth. So, if poverty were not so responsive to inequality, the correlation between output growth and poverty would perhaps be stronger.

Menezes-Filho and Vasconcelos (2004) estimate the growth elasticity of poverty in Brazilian states as \(-0.9\). When they control for inequality, the growth coefficient goes to \(-1.0\) and the inequality coefficient is 2.3. If initial conditions of income and inequality by state are controlled for, then the growth elasticity of poverty rises to \(-1.8\), while the inequality coefficient is 2.6, meaning that the poverty reduction effect of growth is much higher when the initial level of income is high and lower when initial inequality is high. These results support those of Barros et al. (2001) that poverty is more responsive to inequality changes than to growth changes. An implication of this result is that growth may be positively correlated with inequality. Accordingly, Menezes-Filho and Vasconcelos (2004) estimate regressions of Gini and other variables on output growth and find that inequality is positively correlated to growth. These results are illustrative of the pattern of growth developed in Brazil and calls for changes of the growth model.

Barros et al. (2000) estimate the unemployment elasticity of poverty using monthly data from six metropolitan areas for the period 1982–98. The measure of poverty is the average income gap. The coefficient of unemployment estimated is 1.47. Barros et al. also estimate a series of local regressions using a 36-month observation. The average coefficient of unemployment for 1984–89 – one of increasing inflation – is 1.3. During 1990–92, a period marked by recession and increasing inflation, the mean coefficient scaled to 1.6. From early 1993 until mid-1996, a period of strong decline of inflation and rising growth rates, the mean coefficient dropped steadily, averaging 0. This result may capture the income effect of the Plano Real, and the relatively low unemployment rates of the period. Thereafter, the local coefficients increased monotonically and very rapidly, possibly reflecting the rising unemployment rates and the economic stagnation.

These results suggest that fighting poverty based solely on economic growth may produce slow changes in social indicators, especially in view of the low per capita growth observed in the last few decades. The implications are important, as they suggest that actions aimed at eradicating poverty must include strategies to reduce inequality. Some of the distributional policy alternatives are minimum wage rise, progressive income taxation, increasing opportunities for human capital formation and the improvement of sectors that absorb proportionately more unskilled labour.

**Fiscal accounts, stabilization, interest rate and exchange rate**

The fiscal disequilibria have been the key economic characteristic of the last few decades in Brazil, and are among the main causes of the country’s persistent inflation and economic instability. In the post-Plano Real, the increasing deterioration of the fiscal accounts has constrained growth through the crowding-out effect on interest rates and investment. As a side effect, the high interest rate has attracted portfolio capital, thus appreciating the exchange rate and harming growth.
Economists have been arguing that solving the fiscal disequilibria is fundamental for cutting interest rates and attracting long-term investments, and the way out most often proposed is cutting government expenditures. If, on the one hand, it is healthy for long-term growth, on the other hand, demand compression and public expenditures cuts disproportionately harm the poor. Thus, the issue is one of how to conciliate the short-term versus long-term policy targets.

In the last few years, the inflation rate has remained relatively high and above the ambitious inflation targets set by the central bank. As a result, a very orthodox monetary policy has been put in place to contain inflation. Yet Brazil has had one of the highest real interest rates in the world. An inflation target policy will be effective if prices are sensitive to interest and to demand reduction and the credit is rationed. These outcomes have not been the case, however, as low-interest credit has increased dramatically for pensioners and civil servants – the pension and salary are used as a collateral – and several key prices, such as privatized utilities and public services, are highly indexed.

Franco (2004) finds that the interest rate set by the central bank is strongly sensitive to inflation. He shows that for every percentage point of inflation, interest raises by 1.77 per cent. The output gap coefficient, however, is −0.72, suggesting that the central bank’s policy is not only unresponsive of unemployment, but is also not counter-cyclical as one could expect from a pro-poor macro policy. Franco (2004) also shows that the interest rate policy is guided by the deviation of the expected inflation to the inflation target. Certainly, in the presence of an opened capital account, a tough monetary policy can cause deleterious impacts on growth and fiscal accounts and expose the economy to speculative attacks and shocks. On the one hand, the high interest rates increase the public debt, thus pushing the debt service up. On the other hand, the high interest rate attracts portfolio capital. Thus, the monetary and fiscal policies seem to reinforce the fiscal disequilibria and the exchange rate appreciation, driving the country into a low-growth trap.

Policies aimed at breaking the low-growth trap have to consider generating, in the short run, considerable fiscal primary surpluses, additional policies to containing inflation apart from interest rate rises and exchange rate appreciation, and consolidating the trade account surpluses as a way to reduce the external shocks and the foreign capital dependency. In such an unequal society with its lack of social cohesion, the political economy challenges are how to promote fiscal cuts without imposing extra burdens onto the poor and on policies directed to increasing long-term productivity and competitiveness.

**Integrating the poor to the markets**

According to what has been discussed above, the eradication of poverty should not rely solely on growth. Moreover, the extent to which growth favours the poor depends heavily upon the level of markets integration and on their imperfections. In less integrated or segmented markets, the benefits of growth may not be shared by all, or are unevenly shared. Some obvious examples are labour market discrimination and restrictions to credit and market access. Certainly, in such environment sound macroeconomic policies alone may not be enough to successfully reduce
poverty. A promising approach to tackle poverty is integrating and coordinating macro with micro policies that challenge the structural determinants of poverty, engage the poor into the markets in permanent basis, facilitate their access to technologies and remove imperfections of markets functioning (see Chapter 1).

Market integration is essential for the poor to be able to develop their businesses, get contracts, enhance the value of their assets and, above all, benefit from the economic growth. Empirical evidence, however, shows that the markets in which the poor are found in Brazil are not fully integrated into the rest of the economy. One piece of evidence refers to the long time that the poverty and inequality indices have remained stable. This stability could be a consequence of the isolation of the poor people from the credit, education, raw materials, goods and services markets. If this isolation raises the costs of obtaining, say, education, then the accumulation of human capital can become economically infeasible. But this isolation can also result from the lack of infrastructure, transport, communications and electrical energy, among other public services, which isolate the poor in their regions and keep them away from new technologies. This would be the case in rural areas and in the small towns spread throughout the country, and can be seen as one reason for the failure of many settlements set up under the umbrella of agrarian reform that have become economically unviable.

The main obstacle that prevents the poor having access to the markets and the one that makes it more difficult for them to benefit from economic growth in Brazil is perhaps the low level of qualification and schooling. Brazil has one of the highest adult illiteracy rates in Latin America, and one of the lowest average schooling rates among middle-income countries – 4.5 years in 2000. Education improves productivity, opens up opportunities for access to good jobs and increases income. Education is found to be the most important factor to explain wage and income inequality in Brazil – it explains 48 per cent of wage inequality and 26 per cent of income inequality (Barros and Mendonça 1995) – and the return rate for each additional year of schooling is about 16 per cent, one of the highest in the world. The main way to overcome this obstacle is to distribute education better. The distribution of education is not transferable, is reproducible and can, for this reason, contribute towards reducing inequalities and poverty at large. The problem of using education as a tool to fight poverty, however, is that it is a long-term approach to affecting poverty and inequality and does not solve the problem of poverty and misery, which requires short-term measures.

Final remarks

This chapter examined the economic policies implemented in Brazil in the last 25 years and commented on their failures, weaknesses and impacts on the poor. After a long period of inward-oriented strategy and a series of policy mistakes, the economy ended up in external debt crisis, hyperinflation, slowdown of growth, high poverty levels and increasing inequality. Brazil then undertook structural reforms in line with the Washington Consensus aimed at promoting growth and fighting poverty. If the standard market-oriented reforms had been adequate to
boost growth and social conditions, Brazil would have grown at higher rates and improved social indicators. Therefore, it can be said that structural reforms are not a panacea. They may contribute to growth and fight poverty, but only if supported by macro- and microeconomic policies tailor made to address the country’s characteristics and needs, and if they are biased toward the poor.

Some points seem to emerge from the Brazilian case: (i) growth is necessary but not sufficient to reduce poverty; (ii) fighting income inequality seems to be essential for reducing poverty; (iii) sound fiscal and monetary policies are essential to growth; and (iv) policies aimed at engaging the poor into the markets seem to be promising for reducing poverty on a permanent basis and enabling them to benefit from growth. Therefore, in order to make growth more pro-poor, it is important that growth be achieved with a decline in income inequality and with more and better opportunities for the poor to benefit from economic growth.

Note

1 I would like to thank, without implicating them, the comments on a previous version of this chapter by Giovanni Andrea Cornia, Stephan Klasen, Christian Weller, Ricardo Bielschowsky and the participants in the United Nations Research Institute for Social Development workshop on Pro-Poor Macroeconomics at the University of Florence on 24–5 February 2005.
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